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ABSTRACT
In remote collaboration, gaze visualizations are designed to
display where collaborators are looking in a shared visual
space. This type of gaze-based intervention can improve coor-
dination, however researchers have yet to fully explore differ-
ent gaze visualization techniques and develop a deeper under-
standing of the ways in which features of visualizations may
interact with task attributes to influence collaborative perfor-
mance. There are many ways to visualize characteristics of eye
movements, such as a path connecting fixation points or a heat
map illustrating fixation duration and coverage. In this study,
we designed and evaluated three unique gaze visualizations
in a remote search task. Our results suggest that the design of
gaze visualizations affects performance, coordination, search-
ing behavior, and perceived utility. Additionally, the degree
of task coupling further influences the effect of gaze visual-
izations on performance and coordination. We then reflect on
the value of gaze visualizations for remote work and discuss
implications for the design of gaze-based interventions.
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INTRODUCTION
Remote collaboration is increasingly common and is changing
how we work with and learn from others. As an illustration
of this growth, the last few years have seen a rapid increase
in distance learning programs that serve to broaden access to
instructors, course content and learning activities. However,
these distributed environments lack many of the rich interper-
sonal cues that make for effective learning experiences in a
co-located classroom environment [3]. For example, the abil-
ity to observe students and infer their attentional state happens
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naturally in co-located environments but, in remote scenarios,
the non-verbal cues that provide clues to a learner’s attentional
allocation are often not visible. A second example can be seen
in the workplace, where distributed work teams are becoming
commonplace because of the continual rise in globalization. In
response to this growth, researchers have continued to develop
new video conferencing tools and telepresence systems that
aim to improve our ability to meet and effectively interact with
remote colleagues. However, many of these systems still lack
the ability to display important non-verbal cues that are critical
to effective interaction and communication [16, 9].

To address these challenges, researchers have been develop-
ing techniques that integrate non-verbal cues into distributed
settings in an effort to enhance the remote collaboration ex-
perience [7, 13, 8]. One technique that shows considerable
promise is the use of gaze visualizations [4, 5, 6, 18, 26, 22].
This involves collecting eye movement data from each person
in a pair and displaying that information on a partner’s screen.
The integration of gaze visualizations into remote work set-
tings aims to improve gaze awareness, i.e. the collaborator’s
ability to understand what their partner is attending to during
a collaborative task. Initial results suggest this method can
improve coordination [4, 26, 5]; however, researchers have yet
to fully explore different types of gaze visualization and de-
velop a deeper understanding of the ways in which particular
features of the gaze visualizations may interact with specific
task attributes to influence collaborative performance.

In previous work, gaze is most commonly illustrated as a sin-
gle visual marker representing an individual’s current fixation
point [4, 26], or as a path connecting each fixation point by
a line representing the saccade [27, 22]. These different vi-
sualizations afford different interpretations; for example, a
gaze path can reveal spatiotemporal information by connect-
ing sequences of objects or areas of interest in the visual space,
whereas a single visual marker cannot. Further, there are many
other ways to depict gaze information to support specific tasks.
For example, researchers designed an unobtrusive gaze visual-
ization for pair programmers that illustrates where a partner is
looking as a rectangle in the right margin of a document [5].
Although this visualization is less spatially precise than tradi-
tional methods, results show that the subtle design improved
coordination without any of the distracting characteristics (e.g.,
visual occlusion) shown in previous studies [6]. This suggests
that the design of gaze visualizations can be altered to better
support coordination for specific tasks.

https://doi.org/10.1145/3173574.3173923


Figure 1. Example of each gaze visualization.

Thus, there are at least two important factors to consider when
developing gaze visualizations to support remote collaborative
work. The first is a detailed understanding of the precise
form of the gaze visualization: Does it persist over time or
only provide an immediate indication of where a partner is
looking? Is the visual marker transparent or opaque? Is the
display "always on" or do the collaborative partners determine
when it is displayed? The second important consideration
is a detailed understanding of the particular task attributes:
Does the task exhibit or require sequential interdependence?
To what extent are the specific physical actions loosely or
tightly coupled? And so on. Each of these task attributes
impose different requirements on the pair and likely affect
the extent to which a given gaze visualization design, and the
corresponding awareness it provides, is useful.

To begin to understand these factors, we developed and evalu-
ated three exploratory gaze visualizations for remote collabora-
tion and examined their usefulness across two degrees of task
coupling (see Figure 1). Each visualization was designed to
represent a different feature of eye movements. The heat map
visualization highlights fixation duration and general spatial
coverage by marking where someone has looked and darken-
ing the color to show how long they looked there. The shared
area representation displays a circle around an area when the
pair looks at the same thing together at the same time, to il-
lustrate mutual gaze. Lastly, the path visualization illustrates
the current fixation point and saccades by displaying a line
connecting the current fixation with a previous fixation.

In this paper we present an experimental study that evaluates
three distinct gaze visualizations across the same visual search
task with varying degrees of task coupling. Our results show
that features of gaze visualizations can impact how pairs coor-
dinate on object locations and search the visual space together.
The degree of coupling also influences searching behavior and
the effect of displaying gaze visualizations. Further, users
perceive the value of the gaze visualizations differently based
on specific design features such as how much information is
displayed at a given moment. We provide design recommen-
dations for leveraging the features of gaze visualizations and
task properties to create more effective gaze visualizations.

BACKGROUND
When pairs collaborate in face-to-face settings they receive a
wealth of non-verbal cues from their partner, such as where

their partner is looking [19, 10, 23, 24]. Eye movements,
in particular, provide valuable information about a partner’s
allocation of attention, and they have two prominent features:
fixations inform us about what people are focusing on and for
how long, and saccades reveal how people shift their attention
from one fixation point or object to another.

The ability to observe fixations and saccades—or more gener-
ally, to establish gaze awareness—provides valuable informa-
tion about what a person is attending to and it has been shown
to affect communication patterns [6] and joint attention [26].
For example, previous studies on collaborative search tasks
show that pairs are faster at finding a target when their partner’s
gaze is displayed because they use the gaze visualization to
coordinate on the location of the target [4]. Furthermore, gaze
visualizations have been shown to increase learning gains by
facilitating coordination between students discussing complex
diagrams [26], and serve as an effective referential pointer [2].
However, establishing gaze awareness may not always be ben-
eficial; for example, attending to unintentional eye movements
or noisy recordings [12, 21] has been found to be disruptive in
tightly-coupled tasks [6].

The conflicting results in the literature around the value of
gaze visualizations may result, in part, from the fact that the
properties of the task interact with the design chosen for the
gaze visualization in a way that affects when gaze awareness
is beneficial. One example of this can be seen in task coupling.
In a loosely-coupled search task, gaze awareness allows pairs
to partition the visual space and effectively search it without
needing language to coordinate [4]. Yet, in tightly-coupled
tasks that require a lot of back and forth between members
of a pair, a continuous display of gaze can be distracting and
misleading because gaze information is not always intentional
[6]. The variation in task features could account for these
different findings. In the first task, gaze awareness supports
division of labor, but in the second task unintentional gaze
signals disrupt tight coordination. Therefore, it is important to
understand how the task features may influence how remote
collaborators perceive and use gaze visualizations.

Researchers have investigated a range of different task features
[2, 6, 26]; however, they often do so in the context of a single
visual representation of gaze for a specific task. As a result,
we cannot compare different features of gaze visualization
and understand how they interact with task properties. For
example, while the most common visualization is a single



point or gaze cursor, there are more abstract or subtle ways
to visualize gaze information. For example, an overlay of a
partner’s head can provide limited information about where
they are looking [11]. Additionally, gaze information has been
displayed in the periphery to subtly attract attention to specific
areas on the screen [1] or as a spotlight to restrict view to a
specific area [14, 15]. While these findings suggest that the
design of gaze representations can facilitate coordination in
different ways, we have yet to evaluate different designs across
the same task to understand how visual representations can be
designed to best support specific task requirements.

Recent work on co-located collaboration has explored differ-
ent gaze visualizations to support collaborative search [31].
This work and related work in remote collaboration [6], re-
veal that while gaze awareness can support communication,
the visual display can be distracting and disrupt coordination.
However as previously noted, there are many features of gaze
that can visualized. Thus, differing approaches to gaze visual-
izations make it difficult to compare results between studies
and systems, since it’s not known how the design of the visu-
alization alters its effectiveness. A comparative evaluation of
different gaze visualization techniques can ensure that other
work utilizing gaze visualization maximizes potential benefit.
To effectively integrate gaze information into remote work, we
need to think critically about the visual representations of gaze
information and how it relates to the task requirements of the
pair. The current literature has tended to focus on a single gaze
visualization applied to a single task, leaving open the question
of what differences are caused by the gaze visualization, the
task properties, or an interaction of the two. In this work, we
address this question by varying the visualization technique
and task features in a controlled experimental setting.

THE CURRENT STUDY
We investigate how the design of the gaze visualization and
the particular requirements of the task interact to affect com-
munication processes and ultimately influence collaborative
performance. We design and implement three different gaze
visualization techniques 1(see the accompanying video for de-
tails) and then examine pair performance using each technique
at two levels of task-coupling during a remote visual search
task (see Figure 2). Each of the three different visualizations
are designed to highlight different collaborative gaze features.
The visualizations include: a heat map, a shared area visual-
ization that is displayed when pairs look at the same area at
the same time, and a path representation. We also include a no
visualization baseline (see Figure 1). For each visualization,
pairs search for objects collaboratively and independently.

Gaze Visualizations
The design of the following gaze visualizations resulted from
iterative testing and early user feedback. It’s important to note
that the designs are intended to be exploratory and they aim to
illustrate various visualization attributes that are important to

1We make this code available so that other researchers can see the
implementation details for our various visualizations as well as use
the software to develop their own. http://collablab.northwestern.
edu/EyeTracking.php

consider when designing systems to support remote collabora-
tion as opposed to defining optimal visualization designs.

Heat map: Heat map visualizations are a common way to
depict eye movement patterns as they accrue over time and
as a result they highlight general areas of interest within a
scene. As a real-time visualization, the heat map provides
information on where participants have searched which can
support effective division of the work space and help partners
avoid searching the same areas. Our implementation of the
heat map visualization shows where a partner has been looking
in yellow; the color darkens to orange and then to red as the
partner revisits the same location or fixates in the same location
for an extended period. Each fixation is displayed as a circle
(80 px diameter) at 70% opacity. After 20 fixations that overlap
within a window of fourteen seconds the color transitions from
yellow, to orange, followed by dark orange, red, and lastly
dark red. The color accumulates as the partner looks around
the visual space. However, previous fixation points will fade
out after fourteen seconds to help avoid occluding the entire
work space.

Shared area: The shared area visualization is not displayed
continuously; instead it is designed to highlight moments when
the partners are looking at the same place together. We expect
this may support coordination between the collaborators while
avoiding distractions of a continuous display. Pairs can use
the visualization to facilitate searching together while coordi-
nating on the object location. The shared area visualization
displays a gray circle outline (5pt thick, 50px diameter) when
the participants look at the same area at the same time. This
is defined as any time when the straight line distance between
both gaze coordinates is less than 125px or approximately
one inch of the work space. The calculation is performed in
real time by our gaze sharing system and the visualization is
automatically displayed when the threshold is achieved. The
center of the circle is displayed at the midpoint between the
gaze coordinates. As the pair continues to fixate on the area
together, the circle continues to be visible until one person
looks outside the shared area for more than 100ms.

Path: The path visualization is designed to highlight connec-
tions between objects in the shared visual space as well as
display a continuous real-time representation of where a col-
laborator is currently looking. The trail of gaze information
(i.e., the amount of time the previous fixation is visible on
screen) is three seconds. This visualization is designed to
support efficient referential communication between partici-
pants by using the gaze cursor as a pointer in the shared visual
space. Therefore, we expect pairs to use the visualization to
effectively refer to object locations. However, the "always
on" nature of the display may distract pairs or cause them to
follow their partner’s gaze cursor. This visualization displays
the participant’s current fixation point illustrated as a black cir-
cle (10px diameter) and a connection to the previous fixation
point illustrated as a line (1pt thick) to a semi-transparent red
circle (10px diameter, 10% opacity). A previous fixation is
only displayed if the fixation duration was longer than 700ms.
When the previous fixation is not displayed, participants see
the current fixation point without a path.

http://collablab.northwestern.edu/EyeTracking.php
http://collablab.northwestern.edu/EyeTracking.php


Figure 2. Screenshot of the search task for collaborative search (as
viewed by one partner). The target object is highlighted in purple.

Task Coupling
In collaborative searches, pairs search for the same object
together and cannot move on to the next object until both
participants locate the object. Participants are instructed by
a researcher to help each other locate the object. In the in-
dependent searches participants search for different objects.
Once they locate their object they immediately move on to the
next object. Participants are informed by a researcher that they
are looking for different objects and only need to find their
respective objects to move on.

METHOD

Participants
Ninety-six college students participated in the experiment
(48 pairs). Seventy-six percent of participants were female.
Participants ranged in age from 18 to 25 with 75% in the
18-21 range and 25% in the 22-25 range. Forty-two percent
of participants were Caucasian (34% Asian/Pacific Islander,
4% African-American, 7% Hispanic, and 13% Mixed Race /
Other). Pairs had no past experience with gaze visualizations.
All participants received $10 compensation for their participa-
tion. In this paper, participants are identified by pair number
and computer ID (e.g. Pair 1 Computer A is P1CA).

Apparatus
The experiment setup consists of two Tobii 4C remote eye
trackers and two 15" Lenovo laptops with wireless mice. A
trifold is used as a visual barrier to prevent the pair from see-
ing each other while allowing them to communicate verbally.
The eye trackers capture the gaze patterns of each participant
and our software sends the coordinates to the partner’s display
to be visually represented. The task is locally networked to
mirror all actions on each display. The computers are locally
networked to minimize any potential lag or delays and to dis-
play visualizations in real time. Eye movements are sampled at
a rate of 30Hz and participants complete a 5-point calibration
to an accuracy between .5 and 1 degree of visual angle.

Experimental Design
We employ a 2× 4 experimental design with task coupling
(collaborative, independent) and gaze visualization (heat map,
shared area, path, no visualization) as within-subject factors.
There are four unique images that were pre-tested to control
for difficulty. The image order is fixed and participants always
complete collaborative searches before performing indepen-
dent searches for each image. For each unique task coupling

Figure 3. Experiment setup.

and gaze visualization condition, participants saw one of four
images. Each image occurred equally often across participants
and conditions. We fully counterbalanced the order of gaze
visualizations, giving 24 unique orders. For each pair, the
order that was used for the collaborative search was repeated
in the independent search.

Procedure
When participants arrive at the lab, they are directed to the
experiment room and provided with written consent materi-
als. After the participants provide their written consent the
researcher explains that they will be looking for objects in an
image and that sometimes they will work together to find the
same object and other times they will have to find different
objects by themselves. They are told that the entire experiment
will last approximately 30 minutes. They are also told that
they will be able to see where their partner is looking on the
screen during the task, and that the way their partner’s gaze in-
formation is displayed will change throughout the experiment.

At the start of the experiment, the eye trackers are calibrated
for the participants (5-point calibration). Next, the participants
complete the search tasks. For each of the gaze visualization
techniques and the no visualization baseline, participants are
shown an image with objects hidden inside and must find six
objects in the image. On average, participants completed a
single search task in 4.3 minutes. Half of the objects are found
collaboratively, and half independently (see Figure 2).

When searching collaboratively, both members of the pair must
locate the same object. Once one participant finds the object
they must help their partner find the object before they can
both move on to the next object. Each participant must click on
the object as soon as they discover it to signify that they have
located it. When searching independently, the participants
are looking for different objects. Once a participant finds
their object, they click on it and move on to the next object,
independent of when their partner locates their object.

Pairs are instructed to find the objects as quickly as possible.
Elapsed time and incorrect clicks are displayed on screen to
encourage the pairs to find the objects as fast as they can
without making incorrect guesses. After each search task, the
participants fill out a survey about the gaze visualization they
just saw (excluding the no visualization condition). Following
the survey, they continue to the next search task. The duration
of the experimental task is approximately 20 minutes. For the
remaining 10 minutes, participants are interviewed about their
perceptions of the gaze visualizations.



Figure 4. Example of high (left) and low (right) Quadrant overlap. In
the high overlap the orange and green fixation indicators display a great
deal of overlap within the quadrants; while in the low overlap panel the
pairs segment the space with one person focusing on the top (orange)
and the other on the bottom (green).

Measures
Our evaluation of the gaze visualizations includes both out-
come and process measures as well as self-reported data. Out-
come measures include completion time and coordination time
which contribute to understanding how the design of gaze visu-
alizations impact task performance. Process measures include
search patterns and content analysis which provide a closer
look at what contributed to changes in performance. Lastly,
self-reported data includes post-task surveys and interviews
which allow us to understand participants’ perceived differ-
ences between the visualizations. We examine multiple out-
come variables and measures in a mixed methods approach in
order to best illustrate how different visualization techniques
can impact coordination at various levels.

Our approach for analysis of outcome measures and searching
behavior applies linear mixed models (LMM). This technique
has several advantages over ANOVA (which is a special case
of LMM with only fixed effects) for example, it accounts
for both fixed and random effects and adjusts standard error
(SE) to better accommodate for repeated measures [30]. We
would like to note that the degrees of freedom (DFs) differ
because of the use of REML (in JMP) which adjusts DFs to
best account for linear correlations and correlated errors in the
model [25]. Additionally, we use the log transformed time to
better approximate a normal distribution and correct for skew
in the data that is commonly found in performance time data.

Completion Time: The completion time is measured in sec-
onds from when the search object is displayed to when the
object is clicked on by the participant. This measure differs
depending on the coupling of the pair. In the collaborative con-
dition, the overall completion time is recorded when the last
participant of the pair locates the object (see Figure 6). While
in the independent condition, completion time is recorded sep-
arately as the time taken for each participant to find the object.
Therefore, there is no analysis of main effect for collaborative
vs. independent time because they are different units of anal-
ysis: collaborative time is recorded at the pair level whereas
independent times are recorded for each participant in a pair.
This measure reflects overall performance on the task.

Coordination Time: In the collaborative search, the time be-
tween when the first participant locates the object and when

Figure 5. Example of gaze coordinates overlapping in time (highlighted
in yellow).

their partner finds the object is measured in seconds (see Fig-
ure 6). This measure reflects the coordination between the
pair or how long it takes for one participant to successfully
describe the location of the object to the other participant.

Our general approach for analysis of completion time and
coordination time applies a linear mixed model with gaze vi-
sualization (path, heat map, shared area, no visualization) and
image order (1-4) as within-pair factors. Collaborative mea-
sures of completion and coordination time are modeled at the
pair level while independent completion time is modeled for
each participant in a pair. We therefore model the covariance
structure and include the participant or pair as a random effect
to account for the fact that each performed in every condition
and as a result their observations are not independent.

Search Patterns: Eye movement data is recorded and analyzed
to capture how the pairs search the visual space. The extent
to which pairs search the same area is measured in the total
gaze overlap per quadrant of the image [4]. In other words,
we calculate the fraction of time during which participants
looked in the same quadrant as their partner for each object
(see Figure 4). This measure reflects, on average, how often
participants look at the same quadrant as their partners while
searching for an object. When pairs successfully divide the
visual space we would expect to see low quadrant overlap,
while pairs who repeatedly search the same areas as their
partner would have higher quadrant overlap.

We also measure gaze overlap in time as the proportion of time
pairs spend looking in the same area at the same time [5] (see
Figure 5). While the previous measure looks more broadly at
how pairs divide the visual space over the course of a searching
period, this measure only captures when pairs look at the same
point at the same time. We consider pairs to be looking at the
same point if the distance between their gaze coordinates is
less than 50px (approximately half an inch). This measure

Figure 6. Collaborative completion time and coordination time.



Figure 7. Overall completion time by gaze visualization (in log seconds).
Error bars indicate SEs.

captures how often the pairs were looking at their partner’s
gaze visualization while searching for an object. Participants
who frequently look at their partner’s gaze visualization would
have high gaze overlap. We expect pairs who used the gaze
visualization to coordinate on object locations to have high
overlap in time while pairs who were searching independently
to have low overlap in time.

Our analysis of search patterns applies a linear mixed model
regression with gaze visualization (path, heat map, shared area,
and no visualization), image order (1-4), and coupling (col-
laborative and independent) as within-pair factors. Participant
pair is modeled as a random effect.

Content Analysis: Conversations were transcribed and we an-
alyzed moments when pairs were communicating about the
location of an object. We specifically focus on how pairs use
language to reference the object location. For example, using
deictic references (e.g. "here") or relative location descriptions
(e.g. "to the left of the cat"). We compare how pairs commu-
nicate about the location of the object with the different gaze
visualizations compared to without a gaze visualization.

Survey and Interviews: The visualization survey asked partici-
pants to report on how they felt about the effectiveness of each
of the gaze visualization techniques. Participants completed a
five question survey after each visualization condition. Partici-
pants are asked to record the extent to which they agree on a
5-point Likert scale (ranging from "1 - Strongly Disagree" to
"5 - Strongly Agree") see Figure 12 for statements.

At the conclusion of the experiment, participants reported their
preference each gaze visualization (on a scale of 1-3). The
researcher also conducted semi-structured interviews about the
participants’ perceived value of the visualizations. Responses
were transcribed and reviewed by the research team to identify
common themes. Then representative quotes were identified
to reflect how features of the gaze visualizations improved or
disrupted their ability to communicate with their partner.

RESULTS

Completion Time
Completion time (log seconds) results for the collaborative
searches indicate that the heat map visualization (M(SE) =
1.745(0.028)) was the only gaze condition that was different

Figure 8. Overall coordination time by gaze visualization condition (in
log seconds). Error bars indicate SEs (levels that do not share the same
letter are significantly different, based on Tukey’s HSD test).

than the condition group mean (M(SE) = 1.706(0.013); t =
2.20, p = 0.029), demonstrating that the pairs were on average
slower to find objects with the heat map visualization (see Fig-
ure 7). This suggests that the heat map visualization may have
been more disruptive compared to the other visualizations and
no visualization. Interestingly, when we look at the comple-
tion time for the independent searches (M(SE) = 1.378(0.016))
we do not see any differences across conditions. This suggests
that the negative effects of the heat map may only impact
performance when pairs are searching together and using the
gaze visualization to coordinate on object locations.

Coordination Time
Coordination time (log seconds), or the amount of time it
takes one person to help their partner find the object, re-
sults show a significant main effect of gaze visualization,
(F(3,124.8) = 5.85, p = 0.0009 see Figure 8). A Tukey’s
HSD test shows pairs are significantly faster at coordinating
on the location of an object with the path visualization (M(SE)
= 0.82(0.05); p = 0.0008) and the shared area visualization
(M(SE) = 0.082(0.06); p = 0.0081) compared to no visualiza-
tion (M(SE) = 1.07(0.05)). The heat map visualization (M(SE)
= 0.94(0.06)) lies somewhere between no visualization, shared
area, and path. This suggests that pairs use the gaze visualiza-
tions to help communicate about the location of objects – a
point we return to in the content analysis.

Searching Behavior
We calculate the proportion of time the pair looked in the same
areas while searching for an object as the overall amount of
overlap in each quadrant (see Figure 4). We see that pairs
spend significantly more time searching the same quadrants
in the collaborative searches (M(SE) = 0.73(0.01)) compared
to independent searches (M(SE) = 0.64(0.01); F(1,283.8) =
78.19, p < .0001). We did not see any differences in gaze
distribution overlap among the visualizations when the pairs
were performing independent searches (F(1,287.6) = 0.74, p
= 0.39). However, we see that when the path visualization
is displayed in collaborative searches (M(SE) = 0.78(0.02)),
pairs exhibit significantly more quadrant overlap compared to
shared area (M(SE) = 0.73(0.02)) and no visualization (M(SE)
= 0.72(0.02); F(1,288.4) = 5.79, p = 0.018), while heat map
(M(SE) = 0.75(0.02)) lies in the middle (see Figure 9). The



Figure 9. Proportion overall gaze distribution overlap with SE.

high gaze overlap in the collaborative searches with the path
visualization may be due to the distracting characteristics of
the "always on" visualization which can cause participants
to follow their partner’s gaze. We do not see any effect of
visualization on the independent searches.

Our measure of overall quadrant overlap captures how pairs
divided the visual space to reveal when pairs searched the
same quadrant. However, it does not tell us if pairs were
looking at the same point at the same time. To understand if
pairs searched together in time, we calculated the proportion
of time that the pairs are looking in the same 50px radius
(see Figure 5). As expected, pairs spend significantly more
time searching together in the collaborative searches (M(SE)
= 0.15(0.01)) compared to independent searches (M(SE) =
0.08(0.01); F(1,308) = 58.97, p < .0001). Showing that when
pairs are working together they spend more time searching
concurrently. A student’s t-test reveals that there is no effect
of visualization in independent searches. As expected, pairs
are not likely to look at their partner’s gaze visualization when
searching independently.

In the collaborative searches, we expect to see the most overlap
in time when the shared visualization is displayed because the
visualization is designed to encourage pairs to look together.
To activate the visualization pairs must look in the same area
at the same time. Therefore they are likely to stay coupled in
time while coordinating on object locations. In contrast, the
heat map visualization discourages looking together because
the visualization technique occludes the part of image where
the collaborator is looking. As expected, we see significantly
more overlap in time when the shared area visualization is
displayed (M(SE) = 0.18(0.01)) compared to heat map (M(SE)
= 0.13 (0.01); F(1,308) = 6.87, p = 0.009) and no visualiza-
tion (M(SE) = 0.13(0.01); F(1,308) = 7.69, p = 0.006). We
also expect to see high overlap in time with the path visual-
ization because the "always on" feature encourages pairs to
attend to their partner’s visualization. While this is reflected
in the ordering of conditions (see Figure 10), the overlap in
the path condition lies in the middle (M(SE) = 0.15(0.01)) and
is not significantly different from the other conditions. The
impact of visualization technique on searching behavior sug-
gests that gaze visualizations can be designed to help support
or discourage looking together.

Figure 10. Proportion of gaze overlap in time with SE.

Content Analysis
When we take a closer look at the coordination period in
the transcripts and video recordings we see how the pairs
use language and the gaze visualization to help describe and
guide their partner to the location of the object. Figure 11
illustrates the common patterns of coordination observed in
transcripts and video recordings. For example, with the path
visualization participants make statements such as "I found it,
it’s right here!", while looking at the object. Their partner is
then able to see where they are looking and find the hidden
object quickly. As depicted in Figure 11, once a participant
locates the object they are able to communicate efficiently
without need for clarification. Consistent with prior work
[6, 2], participants make use of the path visualization as a
referential pointer to help coordinate on object locations.

However, when there is no visualization present, the pairs have
to spend more time and effort describing the location of the
hidden object to their partner (see Figure 11). For example,
the following is an exchange from a pair attempting to find an
object hidden in a tree branch.

P14CB: "it’s like in the main tree, on the branch, if you
go follow the branch and then go to the right branch and
then go to the left branch"
P14CA: "wait okay main tree... left branch"
P14CB: "uh huh"
P14CA: "and then go to the right branch?"
P14CB: "yea and then go left again...so like your on the
main tree"
P14CA: "uh huh"
P14CB: "turn left"
P14CA: "okay... I turned left"
P14CB: "now keep going"

Looking at the process to find the same object with the shared
area visualization, we see decreased conversational effort once
the pairs locate the general region where their partner is look-
ing and the shared area visualization is displayed. We see
participants using landmarks in the image (see below) or loca-
tion cues such as "upper right" in order to roughly identify the
spatial region of interest. Pairs then quickly scan the landmark
or region until the visualization appears and then they use it as
a referential pointer (see Figure 11).



Figure 11. Graphical representation of common coordination processes
for each visualization (time duration reflects average time).

P13CA: "I think I found it, see where he is holding the
snow flake in his left hand"
[ Shared area visualization appears ]
P13CA: "right on top of that"
P13CB: "oh yea"

In comparison, the always on heat map visualization allows
participants to use the visualization to signal to their partner
where they are looking by looking in the same area for an
extended period of time. However, the visualization displays
the previous 14 seconds of fixations, which can cause confu-
sion with multiple points being displayed at the same time.
Continued staring will darken the color of the visualization to
help participants clarify the signal.

P8CA: "I found it, it’s the guys left"
P8CB: "which guy"
P8CA: "the dogs left foot, leg"
[ Heap map visualization darkens ]
P8CB: "oh yep yep, nice"

However, if they fixate in that region too long the heat map
coloring starts obscure the object underneath the gaze visual-
ization – which led to coordination problems for some pairs.

P45CB: "Just stare at it. Is it where it is turning ... wait.
Oh, it’s just a big red blob. Just tell me where it is."

The differences in how pairs describe the location of the object
across the different gaze visualizations and no visualization
baseline are consistent with the coordination time results. We
see that pairs require less descriptive language and spend less
time coordinating with the path visualization. The shared area
visualization requires pairs to initially use descriptive language
to activate the visualization and then, once it is activated, they
can quickly coordinate using the visualization. Additionally,
the heat map visualization can be used to circumscribe the

Figure 12. Survey results.

referential domain [17] by marking areas that participants
have searched. However, when too much of the visual space is
highlighted, it can require more coordination to disambiguate
references. With no visualization, the pairs rely entirely on
language, which requires more descriptive language use to
coordinate on object locations.

Survey Results
Participants reported mixed results on the value of each of the
gaze visualizations (see Figure 12). A Wilcoxon Signed Rank
comparison for each pair reveals that participants found the
heat map visualization to be significantly less useful than the
path visualization (Z = 3.94, p < .0001) and the shared area
visualization (Z = 3.66, p = .0003). There was no significant
difference for usefulness between shared area and path. How-
ever, participants perceived both path (Z = 7.90, p < .0001)
and heat map (Z = 7.55, p < .0001) to be significantly more
distracting than the shared area visualization. There was no
significant difference between path and heat map (see Figure
12). These results indicate that while the path visualization
was perceived as more useful than the heat map visualization,
it was also perceived as distracting. The results for the shared
area visualization show that it was perceived as being more
useful without being distracting. A possible explanation for
these differences is that the continuous display of the path
and heat map visualizations was more distracting than the
momentarily displayed shared area visualization.

We see that participants perceived the path (Z = 3.50, p =
.0005) and shared area (Z = 2.33, p = .019) visualizations
as facilitating communication more effectively than the heat



Figure 13. Visualization rating results.

map visualization. There was no difference between path and
shared area. As corroborated in the transcripts, participants
were able to use the path and shared area visualizations as a
referential point to quickly communication about the location
of the object. Additionally, participants perceived the path
(Z = 2.53, p = .011) and shared area (Z = 3.29, p = .001)
visualizations to be more accurate than the heat map visu-
alization. And once again there was no detected difference
between the path and shared area visualizations. This may be
due to the precision of the visualization. The path and shared
area visualizations display a more precise representation of
where the participant is looking while the heat map can be
ambiguous. All pairs reported high levels of understanding
the visualizations (M(SD) = 4.36(0.59)).

When pairs rated their preference for each visualization we
see that the path (Z = 2.85, p = .004) and shared area (Z = 3.50,
p = .0005) visualizations are preferred more than the heat map
visualization. There was no difference between the path and
shared area visualizations for overall preference (see Figure
13). A possible explanation for this preference is that while
the path visualization was perceived as more distracting than
the shared area, we see similar levels of usefulness which may
be due to the ability to use it as a referential pointer. Further,
pairs perceived the path and the shared area visualization to be
better at facilitating communication and more accurate than
the heat map visualization. Therefore, pairs may prioritize
these task benefits and accept distracting features.

Interviews
In interviews, the participants expressed mixed opinions re-
garding the value of each of the gaze visualizations. Consistent
with the survey results we see a stronger preference for the path
and shared area visualizations over the heat map visualization.
One feature of the visualizations which contributed to user
preference was whether it was always displayed or partially
displayed. For example, the path visualization was always on,
which contributed to some of its distracting characteristics.

"I couldn’t help but follow it" - P14CB

While the continuous display of the path visualization was
distracting, participants expressed that its precision and avail-
ability made it useful for coordinating quickly when their
partner located the target object.

"It was the easiest way you could tell where they are
looking. It was like a mouse, which was cool. You could

just follow it, you weren’t really able to follow either of
the other two" - P6CB

In contrast, the partially available shared area visualization
was perceived to be less distracting than the path visualization,
but equally useful. Although it required slightly more effort to
activate the display, the lack of continuous information made
it less distracting for pairs.

"With shared gaze we were able to do our own thing but
just target the objects together" - P11CA

Furthermore, participants used visual confirmation that pairs
were looking in the same place at the same time to coordinate.

"I think it was easier when you’re like, look there, and
then you’re like, yeah, that’s right, because you knew
they were looking at the right spot" - P5CB

The heat map visualization was least preferred by participants
due to the distracting aspects of a continuous and cumulative
display. Heat map visualizations display past fixations (in this
study for fourteen seconds) which displays a lot of information.
We see that this amount of gaze information being displayed
was disruptive to participants.

"So the heat map I put as the least useful because it stayed
for a long time and it was distracting" - P8CA

Consistent with prior work [27], we see that in real time collab-
oration displaying prior gaze information for extended periods
of time can be disruptive. This suggests that while heat map
visualizations are a common way to visualize cumulative gaze
information, they are less useful for real time collaboration.

DISCUSSION
While remote collaboration continues to become more com-
mon, we still face challenges conveying non-verbal cues. We
explore how to represent gaze information in distributed en-
vironments to facilitate communication between remote col-
laborators. We see that the design of gaze visualizations and
the properties of the task influence how pairs coordinate and
allocate attention. Based on the results of this study, we iden-
tify features of gaze visualizations that influence coordination.
Further, we see that properties of the task such as degree of
coupling also affect how gaze visualizations are attended to or
ignored. These results have implications for the design of gaze
visualizations in many remote tasks including online learning
[26, 27], medical education [28], programming [5, 29], trip
planning [22], game play [20], and problem solving [2].

Features of Gaze Visualizations
The design of gaze visualizations influences how pairs coor-
dinate. Consistent with prior work, we see that direct rep-
resentations of gaze such as the path visualization are used
as referential pointers [6, 2]. The always on feature of this
visualization allowed pairs to coordinate quickly on object lo-
cations. While participants perceived this feature to be useful
they also reported that it was distracting. We see this reflected
in the searching behavior. Pairs spend more time searching
together and are more likely to revisit the same areas as their
partner with the path visualization. This suggests that they
are attending to and following their partner’s visualization.



These mixed responses and differences in coordination behav-
ior suggest that there are both advantages and disadvantages
to a continuously displayed gaze visualization with respect to
remote collaborative tasks.

With the shared area visualization we see an opportunity to
achieve the same coordination improvement as well as per-
ceived utility without the distracting effects of a continuously
displayed visualization. Pairs were able to successfully acti-
vate the shared area visualization and use it to facilitate com-
munication about object locations. We see that pairs have
less overall gaze overlap compared to the path visualization
but equivalent overlap in time which suggests they are able
to search separate areas and effectively come together when
locating an object. This form of gaze visualization could be
particularly useful in collaborative tasks that require moments
of tight coordination in addition to effective division of la-
bor. For example, students studying together would benefit
from less distraction while still having the ability to quickly
coordinate when they have questions. While this style of visu-
alization is new, we suggest further exploration into the design
of partially available gaze visualizations.

The heat map visualization was perceived to be the least useful
as well as most distracting. Further, pairs were slower to
find objects when the heat map visualization was displayed.
However, we do see some improvements in their ability to
communicate about the location of the object compared to no
visualization. In contrast to the previous visualizations, the
heat map discouraged pairs from searching together in time
because the visualization occludes the image.

Features of Collaborative Tasks
The degree of coupling between the pair is also an impor-
tant consideration when incorporating gaze visualizations in
remote collaborative work. While the features of the gaze visu-
alizations affect how pairs coordinate in collaborative searches,
we see no effect of displaying gaze visualizations in indepen-
dent tasks. This suggests that pairs are able to ignore gaze
visualizations when they are not collaborating. Furthermore,
as we would expect for an independent task, searching be-
havior shows that there is less quadrant overlap and less time
spend looking together in independent searches compared to
collaborative searches. These results suggest that when pairs
believe there is value to knowing where their partner is looking
they are more likely to attend to that information. Whereas,
when pairs know their partner is searching for a different ob-
ject they are less likely to attend to their gaze information
regardless of how distracting they perceive it to be. There-
fore, the design of gaze visualization is especially important
for tightly coupled collaborative work while loosely coupled
collaboration is not impacted to same degree.

The complexity of the task can also influence what character-
istics of coordination to encourage with gaze visualizations.
For example, compared to simple collaborative search tasks,
the hidden image task presents the opportunity for a person
to look in the correct area without correctly identifying the
hidden object. Therefore, pairs may have been more likely to
search the same areas as their partner when they could not find
the object. In other words, simply scanning the image may not

result in successfully locating the target. This is in contrast to
prior work [4] which illustrated effective division of labor in
a simple collaborative search task when a gaze visualization
is displayed. The hidden image task may benefit from more
gaze overlap. Therefore, the heat map visualizations could be
useful in simple collaborative search tasks where participants
should not search the same area as their partner. On the other
hand, the hidden image task benefits from the shared area
visualization which supports some search overlap without the
distracting aspects of the path visualization.

Limitations
This work was conducted in a controlled lab environment with
a specific focus on collaborative search. This allows us to
investigate the specific effect of visualization design on how
pairs communicate about locations and objects in a shared vi-
sual space. However, it limits our ability to make claims about
other kinds of tasks and real world environments. Therefore,
we encourage future work to investigate the design of gaze
visualizations in other configurations and environments.

Further, we use affordable commercial remote eye trackers
to simulate a natural environment in which participants are
not physically restricted. However, we acknowledge that this
limits the eye tracking quality [12, 21]. Our intention is not to
achieve precision but instead we aim to evaluate gaze visual-
izations in a representative setting for casual eye tracking on
personal devices. This allows us to understand how different
approaches may fare better or worse with dropped frames or
noisy input. For example, the shared area and heat map visu-
alizations are more robust to dropped coordinates and noise
compared to the path visualization.

CONCLUSION
In this work, we evaluated three unique gaze visualizations
across the same visual search task with varying degrees of
task coupling. The results of this study demonstrated that the
design of gaze visualizations play a critical role in how they
are used to support coordination. Furthermore, the properties
of the task determined how the gaze visualizations impact
attention. We have identified availability of the visualization
and amount of information displayed as important features
of visualizations that influence how pairs allocate attention
and coordinate with each other. The properties of the task
can determine which features are most appropriate to support
effective collaboration. As remote collaboration continues to
grow in popularity and find new applications it is important
to consider the role of non-verbal cues in facilitating com-
munication. Gaze visualizations can be an effective tool for
enhancing communication in a variety of contexts. A broader
understanding of the features of gaze visualizations can help
designers adapt to new contexts quickly and effectively use
gaze visualizations to support specific task goals.
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