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Abstract

For several decades, researchers and engineers have strudgline divelopment of systems to
support distance collaboration. The failure of many collaborative temfiieslis due, in part, to a
limited understanding of how groups coordinate in collocated environments antiéhow t
coordination mechanisms of face-to-face collaboration are impactedtnyology. The major
goal of this thesis is to address this deficiency by building a thednetidarstanding of the role
that shared visual information plays in supporting group communication and panta@uring
task-oriented collaboration. This understanding is developed over thjeestages: (1) the
development of a paradigm and a series of empirical studies that decahwtestures of
shared visual information and task structure and explore their i@ detail, (2) the
development and application of a methodology for describing the sequentialigrof how
visible actions support the understanding of discourse, and (3) the develapment
computational model of discourse to further our theoretical understandimg whys in which

shared visual information serves communication in task-oriented cclkal®e discourse.
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Chapter 1

Introduction

In recent years, structural changes to organizations, such as thidaigge onultinational
corporations, coupled with technological advances, such as the widesgaialiliy of the
Internet, have contributed to increases in distributed work practiceatenb tiy
telecommunication technologies. In this time, there has been a growirgsiritethe design of
technologies to support a host of remote collaboration activities s@hhaectural planning,
telesurgery, and remote repair tasks. These activities, whiemmped in a collocated
environment, rely on a number of intricate dependencies between verbal contimmioe
physical actions. However, when designing tools and technologies to suppoashisctemotely,
we need to understand how the introduction of technological mediation impactetd@ation

mechanisms typically relied upon in collocated physical environments.

Consider the following scenarios. An automotive design team develops a 3Dfaralakw
chassis; however, the materials processing engineer is locatedoait @atle the structural
engineer is in Stuttgart. A team of surgeons performs an operation whiledaramoivn expert
monitors the progress from her office on the opposite coast. An archétstiident gets timely
help on his mechanical simulation from an engineering tutor across campse.sthearios are
examples of a distributed collaborative task in which at least one pergbysically remote
from the primary site. However, the literature suggests that sueitiastare often more difficult
and less successful than comparable work in collocated settings\ifaws see Olson & Olson,

2000; Whittaker, 2003). Part of this problem stems from a lack of understaridiog/ groups



coordinate their activities in real world collocated environments and@woordination
mechanisms of face-to-face collaboration are affected by techndtiagg. goal of this thesis to
remedy this gap in knowledge by exploring a mechanism often thought to plégal mole in

supporting coordinatiorshared visual informatian

1.1 Background

Many researchers hypothesize that visual information plays a cemgral cmordinating
collaborative work. While early research posited that seeing otbptegixefaces during
conversation was critical for successful coordination (Daft &gdet, 1986; Shoret al, 1976),
many empirical studies failed to support this claim (see NaniR8itaker, 2002; Williams, 1977
for reviews). In particular, studies on the effect of video-mediatgnmunication systems found
that video of the participants’ faces and upper bodies provided littlécaddibenefit over the
presentation of audio (cf. Veinat al, 1999; for a review see Williams, 1977). More recently,
researchers have shifted their focus to the use of video and visualatitm in support of
dynamic information about the tasks, objects and events that sdaocalion in a visual
environment (Krauet al, 2003; Monk & Watts, 2000; Naréi al, 1993; Whittakeet al, 1993;
Whittaker & O'Conaill, 1997). This approach has identified a range of conditimies which
visual information is valuable. For example, viewing a partnetlsracfacilitates monitoring of
comprehension and enables efficient object reference (Daly-8baks1998); changing the
amount of available visual information impacts information gatheringeaaVvery from
ambiguous help requests (Karsenty, 1999); and varying the field of view a refpetehzes of a
co-worker’s environment influences performance and shapes communicdtengn directed
physical tasks (Fussedt al, 2003a).

Yet, as described in several recent reviews (Whittaker, 2003;akéit& O'Conaill, 1997), a
more nuanced theoretical understanding of the precise functions visisteation serves in
collaboration is required. How, for example, does seeing a partneoissaalier a person's
speech? How does a small field of view affect the ability of pairs to plaseguent actions?
How do delays in the shared view affect grounding processes that rely on tepneoisibn?
How is the generation and comprehension of referring expressions impactedabgitability of
shared visual information? A major goal of this thesis is to answse tipuestions through the
development of a detailed theoretical understanding of precisely how sksaraldnformation

serves collaboration.



1.2 Thesis overview

The following three stages serve as the basis for the developnenat detailed theoretical

understanding of the role of shared visual information in task-orienttdboaitions.

Stage I: Empirical Studies of Shared Visual Informatibime first stage of this thesis is primarily
interested in addressing the question, “Is shared visual informatianisefiis stage consists of
a theory-based empirical methodology and a coinciding series of rigpmntolled laboratory
experiments that decompose the features of shared visual informadiexamine their influence
on communication processes. A primary goal of this portion of the work isafaliskt
guantitative measurements that reflect the benefits of providirgsa shared visual
information for pairs involved in tightly-coordinated collaborativekta A detailed description of
the experimental paradigm used in this work is presented in Chapter Beasgerimental
laboratory studies are described in Chapters 3 — 5.

Stage II: Sequential Analyses of Shared Visual Informalibe goal of the second stage of this
thesis is to answer the question, “Where is the shared visual infomnaiaeful ?” This work
involves the application of sequential analysis techniques to pradigt into where in the
overall course of the collaborative activity visual informationseful. This methodology
supports the investigation of how visible actions support understandirg disttourse and
allows detailed statistical examination of the patterns of languagendsactions that lead to

successful collaborative performance. A detailed description of tigis &tarovided in Chapter 6.

Stage Ill: A Rule-Based Computational Model of Shared Visual Inform&tienresults of Stage
I and II, as well as prior literature, suggest that a primary@&rgapact that shared visual
information has is on the ability of pairs to efficiently and effetyiveake use of it to resolve
ambiguity and generate efficient referring expressions. It is theofjtisis phase of the thesis to
answer the question, “How is the visual information useful?” Thigestievelops a computational
model that precisely details how visual information is combined withilstig cues to enable
effective reference-making during tightly-coupled task-orientecilsothtions. This work
continues the theoretical development from the first two stages gt how visual
information influences language use by expressing this understanding compiltatidris stage

of work is described in detail in Chapters 7 and 8.



1.3 Research approach and impact

The general approach to this work is to start by understanding—at a broad levelidé

variety of visual factors hypothesized to contribute to successfaimunication and
collaboration. From there, the thesis undertakes a more thorough examaofdtie process level
details of communication and investigates how various forms of visuatriafmm impact
collaboration. Finally, the thesis presents a detailed and computatierplicit theory of the
ways in which visual and linguistic information interact to impadeabalrative communication,

in the form of a rule-based computational model of referring behavior.

An understanding across these areas impacts the fields of Human-Colmigugetion (HCI)

and Computer-Supported Cooperative Work (CSCW) at both theoretical aretldppéls. At a
theoretical level, it leads to an improved understanding of how featule@ske and media, both
alone and in combination, affect communication and coordination. It adds to our knowledge of
how task features influence people’s use of visual space, and how langdaggiens are
coordinated in team performance. The methodological contributions are pyimmaiie area of
preparing and analyzing behavioral data from multiple parties with multiglenels of

expression.

There are also several practical applications of this work. Aspglring scenarios illustrate,
distributed tasks play important practical roles in medical, educhtanmhindustrial domains.
This research builds a theoretical framework that will help mie the fit between technologies
and tasks in these and other critical domains. The findings aim to bengfitieby allowing

us to identify technologies that enable specialists to work remaotéhgtbest of their capabilities,
and by providing a detailed understanding of how to design new technologidithajraater
numbers of individuals to participate in these domains from a distaneellfithate goal of this
work is to provide a foundation and rationale for the future developmergndesil deployment
of systems to support distributed collaborative physical tasks.



Chapter 2

Theoretical and Experimental Framework

The first stage of this dissertation addresses the question of whleéined visual information, in
a variety of forms, facilitates communication and coordination duringaaskted collaborations.
However, before doing so, we must first understand how people use specHiotymual
evidence for collaborative purposes. This chapter introduces theabinearetical motivation for
this work and is followed by a detailed description of the experimeatatiigm used throughout

the studies.

2.1 Theoretical background

Two theories that provide insight into the impact of shared vistahiation on collaborative
performance ar&rounding TheoryClark & Marshall, 1981; Clark & Wilkes-Gibbs, 1986) and
Situation Awareness Theoffgndsley, 1995; Endsley & Garland, 2000). According to Grounding
Theory, visual information provides a means for coordinating language anatganefficient
and understandable discourse surrounding a collaborative activityl Wifarenation also
provides evidence of what people are aware of and therefore fasilitee generation, validation,
and comprehension of language in conversations based on this knowledge. SitwatieneAs
has a slightly different focus. It centers primarily on how vigufarmation influences the ability
of groups to formulate a common representation of the task state, which @&ldus them to
plan and act appropriately. Together these two theories des@iberttial components required
of shared visual information in order to support collaborative aetviThe remainder of this
section presents a brief introduction to these mechanisms, which wiploeesl in detail in the

following chapters.



2.1.1 Visual information in support of grounding

Grounding Theory states that successful communication relies on a fonnafatiutual
knowledge or common ground. Visual information can support the formation ofcfdhis
mutual knowledge, and thereby improve the conversation surrounding a collab@sitivEhe
process of establishing common ground is what is referred to as grountteggoounding

process.

Throughout a conversation, participants continually assess their dégfegred knowledge and
use this to form subsequent utterances (Brennan, 1990; Clark & Marshall, 18&1& GVilkes-
Gibbs, 1986). As conversational partners discuss something, they provide evidiede of
understanding. This evidence can be exhibited in several ways. In a tygkahsnteraction,
partners can use explicit verbal statements (e.g., “I got it” or “do you meaedtoae?”) or
back-channel responses (e.g., “uh-huh”) to indicate comprehension. Evideradgocha
provided through a variety of environmental and social factors. Differémsgsitial orientation
(Schober, 1993), levels of domain expertise (Isaacs & Clark, 1987), anetativial
background (Fussell & Krauss, 1992), have all been shown to shape theeffesgiand fluidity
of the grounding process. In environments where visual information istaeatiae visual

feedback itself can be a critical resource for grounding (Brennan, 189@ ¢ al., 2003).

The work presented in this thesis addresses the central question of loms f@ms of visual
information—particularly those commonly impinged upon by technologies to suppute
collaboration—can affect the grounding process. Shared visual informatmndogiversational
partners establish common ground by providing evidence from which to infer s tthel of
understanding. This evidence can often be deliberate (e.qg., as in a poisting)ger as a side
effect of proper performance of the desired action provided both pasgiasvare of what the
other can see. When a speaker instructs an actor, the actor sragderof the correct action
without any verbal communication provides an indication of understanding, whiterpeng the
wrong action or even failing to act can signal misunderstanding. In eadgdsefdases, shared
visual information plays a crucial role in supporting joint adgsitoy reinforcing the grounding
process.

2.1.2 Visual information in support of situation awareness

Visual information can also be valuable for coordinating the tadk itlgecording to Situation

Awareness Theory successful collaboration requires group members taimawareness of



one another’s activities, the status of relevant task objects, andetfad! state of the
collaborative task (Endsley, 1995; Endsley & Garland, 2000). Situation Awar&heery aims
to capture this by integrating a representation of the currenbaenwmtal status with a general

procedural model of the task.

Visual information supports the formation and maintenance of situatioa&gs by providing
an up-to-date representation of the state of the task and the estfithe partners. This in turn
allows group members to plan the next steps toward achieving the tas@tedeahines what
instructions they need to give, and provides a means by which to repairéheatiens. Nardi
and colleagues (1993) describe how a scrub nurse on a surgical team miggualsafermation
about task state to anticipate what instruments the surgeon will meddstance, if the scrub
nurse notices that the surgeon nicks some flesh, she can prepare ¢autenzhsuture materials
and have them ready before the surgeon asks for them. The situation awaeedessto
facilitate such actions is provided by the availability of a shamehVienvironment.

In order for visual information to support task awareness and improve collabgratformance,
the display itself does not need to be identical for all group membédosigaas it allows them to
form an accurate view of the current situation and appropriately plam fattions (Bolstad &
Endsley, 1999). For example, two fighter pilots can converge on and shoot down airothé,
even if one of them uses visual line of sight and the other uses radee'tths target. However,
if the differing displays lead them to form different situational regmrtgtions, their performance
is likely to suffer. For example, if visual sighting allows a pilot tdinggiish between friendly
and enemy aircraft, but the radar fails to support this discrimination,ite@wo fighters are
unlikely to successfully coordinate their attack purely on the basihedituation awareness
provided by the visual information.

2.1.3 The impact of technological-mediation on the availability of
visual information

Although shared visual information will likely improve collaborattask performance by
improving situational awareness and grounding, the benefits it provieleptaio depend, in part,
on the particular features of the technology and the particularotiiastics of the collaborative
task. For many engineers and designers developing technologies to provitlimfosomation in
distributed settings, the goal is to make a collaborative environmeintites ss possible to the

gold standard of physical co-presence. In attempting to reach this goal, hosveieeers often



must sacrifice technological features that impact the usefulridlss visual information, such as
the size of the field of view and who controls it, tolerance for delays, defyspatial resolution,
frame rate, and synchronization with a voice stream. Clark and Brennan (1991) bigeotieat
different communication media have features that change the cost of iggputiow do we

know which of these features need to be reproduced in order to recreate tiie beaef
collocated environment? Is it better to sacrifice field of viewfdster visual updates? Are
aligned views of a workspace required for efficient performance? Dioyarttask features
depend more or less on the availability of shared visual information?

To investigate these questions, | apply a collaborative onlinenjigeazle task that can be used

to collect data in a controlled laboratory environment (Geegld, 20044, 2004b; Gergkt al,
2004c; Krautet al, 2002b). This paradigm provides a method for decomposing the visual space
in order to better understand how various forms of shared visual infornsatiampact

collaborative performance. It also facilitates the collection ohtiiadive measures and permits a
detailed examination of the role played by various technological featieeagssociated role of

task features, and their impact on the hypothesized coordination meahaihigrounding and
situation awareness. This work unites with recent studies to loesid central role shared visual
information plays in collaborative task performance (see also Brennartkitlge, In

preparation; Clark & Krych, 2004).

2.2 Overview of the puzzle study paradigm

The puzzle study paradigm is a referential communication task (K&a\&sinheimer, 1964,
1966) where a Helper describes a configuration of puzzle pieces to a YWehkethen needs to
assemble the puzzle to match the goal state. This task fallsgeteesal category of “mentoring”
collaborative physical tasks, in which one person manipulates objectsthedgidance of
another who usually has greater expertise or knowledge about the taskgiah, 2003).

2.2.1 The puzzle study task

In this task, one participant (the “Helper”) instructs another partitiphe “Worker”) on how to
complete a puzzle consisting of four blocks selected from a largereighoblocks. The goal is
to have the Worker correctly place the four blocks in the proper ameamgén the shortest
amount of time so that they match the target solution the Helper igwgielivis up to the Helper
to describe the goal state to the Worker and guide her towards the sohution.



Figure 2-1 demonstrates a standard view of the screen from the Wailler{$eft) and Helper's
side (right). The Worker's screen consists of a staging area omfitdaaind side in which the
puzzle pieces are shown, and a work area on the left hand side in which she cdhstpuctzle.
The Helper's screen shows the target solution on the right and a Vewi({able) of the
Worker's work area on the left. The Helper's view of the Workendsk area can be manipulated
in a number of ways to investigate how different features of shareal ingormation affect
communication. For example, the computational implementation of the task aléoiw
manipulate with a high degree of specificity how much overlap exists betiveélelper and
Worker views of the workspace. The views between the two dsphaybe rotated, delayed, or a
subset of the work area can be shown. Similarly, the task features cemipeilated by
introducing rapidly changing task objects, lexically complex objgcts, plaid blocks), or the
visual complexity can be manipulated by overlapping objects in the taeget ar

Worker View Helper View

Work Area Puzzle Pieces Worker Area Puzzie
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work area staging area view of worker's target area
work area

Figure 2-1. The Worker’s view (left) and the Helper’s view (right)

2.2.2 Collection of empirical studies

I have used this task paradigm to investigate a number of parameteszatshared visual
information and task features. Table 2-1 presents an overview stifies described in this
thesis that investigate different parameters of shared vidoatiation (Gergle et al., 2004a,
2004b, 2006, Under Review; Gergle et al., 2004c; Kraut et al., 2002b).



Chapters 3, 6 and 8

Study 1:
Drift Study

Chapters 4 and 8
Study 2:
Continuous Delay Study

Study 3:

Continuous Delay /
Continuous Drift Study

Chapters 5 and 8
Study 4:

Plaid Study
Study 5:
Rotation Study
Study 6:
Viewspace Study

Chapter 8

Study 7:

Communication Channels
Study

Study 8:
Chat Persistence Study

Table 2-1. Collection of studies using the puzzle paradigm.
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2.3 Dissertation organization

In the first two chapters | presented an overview of the thesis thpitheoretical framework that
guides this work, and the experimental paradigm that serves as the fonrfidag&xploring the
value of shared visual information for collaborative task performairtoe following chapters
present a number of studies, evaluations and models that establish a deepecdhe
understanding of the role played by shared visual information in collalmtask performance.

In Chapter 3,1 present the first study of the thesis and lay the theoretioahdwork for the
remaining chapters. The work presented in this chapter sexgesuavey study that describes a
number of theoretical phenomena and illustrates a range of dependsuatengnts such as task
performance, behavioral patterns, and communicative adaptations thaivbecushared visual
information is available. It also explores the impact of aydieléhe shared visual feedback on

task performance and communication patterns.

Chapter 4is a follow-up study that more closely examines how delay in shared visual
information impacts collaborative performance. In particular,dhégpter details two studies that
examine the form of the function that governs the relationship betweehdétayand
collaborative task performance at a much finer level of temporal resotban has been
explored in prior studies. The first study precisely demonstrates hamge of visual delays
differentially impact performance and illustrates the collabegattrategies employed. The
second study describes the ways in which task parameters, such asatiniceyof the objects in

the environment, affect the amount of delay that can be tolerated.

The goal ofChapter 5is to make a theoretical distinction between the proposed mechahems
play a role in supporting collaboration when shared visual informatioaihble. In the

previous studies, the claim is made that shared visual information supp@Itsunication and
performance by helping to maintain situation awareness and by supportingsational
grounding. While these are theoretically distinct mechanidmy, dre often conflated in research.
This chapter presents a series of three studies that ertpisoéate the two major mechanisms
and describe the independent contributions made by each. The firsplisaticn study that
establishes baseline behavior and illustrates the potential ttmmdlarhe second and third

studies demonstrate the independent effect of shared visual infamroatsituation awareness

and conversational grounding.
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Chapter 6 presents evidence from an empirical study that demonstrates how visidhes ac
replace explicit verbal instructions of similar communicative aunien shared visual
information is made available. This work begins to develop our understasfdingy visible
actions interact with language, and demonstrate that in order to sutlgagssferstand language
use in task-oriented collaborations we need to account for both visuahguidtic information.

In doing so, it forms the motivation for the remaining chapters whichidedbtie development of
a computational model of discourse in the presence of shared visual indorma

Chapter 7 describes the development and evaluation of a rule-based computational mbdel th
characterizes referring behaviors in the presence of sharediwiguaiation. This work
demonstrates how a feature-based representation of shared visumahtidorcombines with
linguistic cues to enable effective pronominal reference. This worknemstithe development of
a theory that describes how shared visual information impacts languagedusalaboration.
However, this understanding is now expressed computationally, and while it taokmaller
portion of the task, in particular referring expressions, it provides a moghaxrplicit and

detailed description of how this occurs in the presence or absenceeaf gisaal information.

Chapter 8 details the development and evaluation of the computational model. In particisla
chapter presents an empirical evaluation that examines therpenfoe of three hypothesized
models of reference resolution using a corpus-based evaluation. Tdhventbolels consist of a
language-only model, a visual-only model, and an integrated model of refegsntigion. The
results demonstrate that the integrated model significantly outpertooth the language-only

model and the visual-only model as a model of reference resolution.

Finally, Chapter 9 summarizes the work and contributions presented throughout this diesertat

and discussion potential avenues for future work.

12



Chapter 3

The Impact of Shared Visual Information on

Collaborative Performance!

When collaborators work together on a physical task, seeing a common workapafmms
their language use and reduces their overall collaborative effostchlpter demonstrates how
shared visual information can be used to make communication and collaborat®effective
and efficient. Using the puzzle study paradigm, pairs of participants comnadhveidihiout a
shared visual space, using a shared space featuring immediately wyiglzaeohformation, and
using a shared space featuring delayed visual updating. Having the shaaédpase helped
collaborators understand the current state of their task and enablewb tiperand their
conversations efficiently, as seen in the ways in which participantteadéeir discourse
processes to their level of shared visual information. These precgeee associated with faster
and better task performance. Delaying the visual update reduced thiestemlegraded
performance. The shared visual space was more useful when tasksswallg complex or

when participants lacked a simple vocabulary to describe theioanmeant.

! The work presented in this chapter was originpllplished in Kraut, R. E., Gergle, D., & FussellRS
(2002). The Use of Visual Information in ShareduéisSpaces: Informing the Development of Virtual Co
Presence. IProceedings of the ACM Conference on Computer Stggp&ooperative Work (CSCW 2002)
pp. 31-40. NY: ACM Press; and in Gergle, D., Kr&utE., & Fussell, S. R. (2004). Language Efficignc
and Visual Technology: Minimizing Collaborative &iff with Visual InformationJournal of Language &
Social Psychology, 2391-517.
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3.1 Introduction

Consider an architect and client working side-by-side to discuss arahigaians for a new
corporate headquarters. Communication between them does not merelyafahsisvords they
exchange, produced independently and presented for others to hear. Rather, apeakers a
addressees integrate and take into account what one another can see,(5888p8chober &
Clark, 1989). They notice where the other’s attention is focused (Arg@ledk, 1976; Boylet

al., 1994; Fusselkkt al, 2003b), point to objects and use deictic references like “that one” and
“there” (Barnardet al, 1996), demonstrate and manipulate objects (Clark & Krych, 2004), make
hand gestures, eye contact, facial expressions, and reference priorsgisswlbehavioral

actions. Many of these processes take advantage of shared visumahtign. Using visual
information to infer what another person knows facilitates communicatioredndes the

ambiguity otherwise associated with particular linguistic exprassi

Shared visual information can be an extremely efficient collaboratemmamism, particularly
when behaviors and actions are linguistically complex. As pairs attempintounicate, the
visual information provided in a shared visual workspace can be usexeiralksways to
minimize the overall level of joint effort required. It alsov&ey as a precise indicator of
comprehension and may be used to provide situational awarenesghtoet@ overall state of
a joint task. Although these communicative techniques are ofterattitisuccessful interaction
in the everyday world, technologies designed to support communication arecéisften fail to

support them adequately.

A shared visual space occurs when the architect and client are eallacat gathered around the
table, looking at architectural plans. It can also occur through techradlawggcliation, for

example, when distant collaborators jointly look at documents on yoked corspigens. In

either case, a shared visual space enables people to jointlyppesxinately the same objects at
approximately the same time. Designhers have many choices about holantdgically

construct a shared visual space. For example, they can choose whieb armgansmitted (e.g.,
the users or the objects being discussed), the orientation of the jimedgeEsh rates, or the levels
of detail that are transmitted between the communicators. As descriBadpter 5, how these
decisions are made can be informed by Grounding Theory. Grounding phenomena shape the

language and understandings that communicators exchange.
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This chapter has two major goals. First, it is designed to examine Hwaweal vvisual workspace
influences communication in a collaborative work task. The secondchsgal is to examine

how a shared visual space that supports effective communication shoukigmede

3.2 Background

Most of the early research examining the utility of visual informati@ommunication focused
on the degree to which collaborators were aware of one another, at theeexfpansal
information about the objects they discussed. This research traditienived from work
conducted by the Communications Study Group at British Telecom (&altt1976) and in
Chapanis’ lab in the United States (Chapaial, 1972). Studies compared dyads performing a
referential communication task (i.e., a task where a speaker conateminformation about
objects, pictures, directions, etc.) using only an audio channel to dyaodsyped the same task
face-to-face or using an audio/video connection. This research conclatiggtial information
from a partner’s face provides little support for typical referenGenmunication.

More recent research shifts the focus from a view of the partisiganes to a view of the work
area. One line of research using realistic work tasks in this new kesvuniformly found that
participants in side-by-side settings, in which they share fulls/ighone another and the
workspace, perform better than participants using a variety of aihengnications
arrangements (Fussei al, 2004; Kraut et al., 2003; Nardi et al., 1993).

However, results were initially mixed when the research used widaeate the shared visual
space. For example, Fussell, Kraut, and Siegel (2000) had “worker” and “eckpeds repair a
bicycle while conversing side-by-side, using audio plus a head-mountecdadaamsmitting the
worker’s view of the bicycle to the remote expert, or via audio onlys Parformed substantially
faster when they worked side-by-side than in the audio condition. Although dyatidifisrent
techniques to refer to objects in the video-mediated condition thanaude condition, their
overall performance time was no better. In contrast, Fussell, Setlockyand(Z003a) found
that pairs performed better when they used video tools that providesl ei¢he workspace than

when they used audio or text-based communication alone.
The differences among video configurations may have led to conflietsudts. For example, in
Fussell, Setlock, and Kraut (2003a), remote communicators could make geshlees in the

video image, whereas in Fussell et al. (2000) they could not. Differencesqdndtity of the
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implementation may also have accounted for different results. Fopéxan Fussell et al.
(2000), technical complications with the field of view, video transimissind slippage of the
camera on the worker’s head may have rendered the video-mediated shalesheice!
inadequate. Thus, there is a heed for more tightly controlled laboratorgsstidihared visual

space to complement these previous efforts.

To address these issues, a second line of work has been exploring moed styinmunication
tasks in tightly controlled laboratory environments. For example, ClarKamth (2004) used a
stylized communication task in which one participant, a Director, inethatother, a Matcher,
on how to construct a simple LEG@rm. When the Director could see what the Matcher was
doing, the pair was substantially faster, in part because the pair cedisety time their words
to the actions they were performing. Although this work provided initiggfménto the ways in
which shared visual space led to more efficient conversation, it did tadgitttle exact
mechanisms by which the improvement occurred. Consider the nature of avshizeiedpace
when people are working side-by-side: Voice is synchronized to actionsrties are mobile,
both parties can point to objects in space, each party can see both theea@hkdaeach other’s
face and gestures, and each party sees the workspace from a slffgriyidangle. Which of
these features of the side-by-side setting need to be reproduced tterdurdeenefits of
proximity through technology-mediated communication? The puzzle study paradgm wa

developed to address these issues.

3.3 Study 1: The impact of shared visual information on
collaborative performance

The study reported here uses the puzzle study paradigm to disaggrefeaéuttas of a shared
visual space and to observe their effects on performance. The basic methedescribed in
Chapter 2 and this paradigm was applied to examine how shared visuabitidor(whether the
Helper could see the shared visual space) and one of its attributsgdétewith which the
shared visual information is updated) interacts with two task agskmisual complexity and
temporal dynamics) to affect communication processes and task perfermacess to shared
visual information was expected to be more important for tasks invalfficult-to-describe
puzzles or tasks in which the environment rapidly changed. In additions delagdating the
shared visual information should degrade its usefulness. Krauss akerBti@¢67) had
previously shown that auditory delays as small as 250ms could affect batiuoaration
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process and efficiency. Do delays in updating a shared visual space, of thecameg by

network congestion and video compression, cause similar problems?

3.3.1 Identifying the critical elements of shared visual information

To identify the important elements of shared visual information—as dlliedi@ the introductory
chapters—we must first understand how people use specific types dfexiglence for
collaborative purposes. Clark and Wilkes-Gibbs (1986) observed that catisbavork occurs
at multiple levels simultaneously, although the distinction betweersl@sabt crisp. At the
highest level, people collaborate on performing the task. In this enguatithey are jointly
solving a puzzle. At a lower level, they use language and other commumigeliaviors to
coordinate actions in order to perform the task. At yet a lower levied, ysge communicative
behaviors to coordinate the language they use. For example, pairs joietipide the names
they apply to pieces in the puzzle or indicate whether they understood iptaescyisual
evidence can be helpful at each of these levels. It can inform the Hetpgrtlae next puzzle
action that the Worker needs to perform by giving an up-to-date accotwet @ferall state of the
task. It can guide the Helper in planning an instruction by indicating when itshegjiven and
how it should be phrased. Finally, it can provide the Helper with evidence ahetitenvthe

Worker understood an instruction.

3.3.2 Facilitating conversation and grounding

A shared visual space may facilitate the communication that surrojoids activity. Successful
communication relies on mutual knowledge or common ground (Clark & Marshall, 1@8k; C
& Wilkes-Gibbs, 1986): the knowledge, beliefs, understanding, and so on, shahedspgaker
and hearer, and known to be mutually available. Shared visual informatiorcbelpsinicators
develop common ground by giving them evidence from which to infer what othenstamdieat

any moment.

Generally, a speaker would not speak in a non-native language unless he thpauttdra
understood it, would not suggest “pinging the gateway” unless he thought the padner
telecommunications knowledge, or use a pronoun unless he thought the partneoohdeest
antecedent. Although these inferences about a partner’s state of tgewwiay be incorrect, they
underlie speech production. As a result, throughout a conversation, parsicgpantutually
assessing what each other knows and then using this knowledge to form thejusobse
utterances. Participants are obligated to both assess and givesotfiatiedicate their
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understanding. This method of exchanging evidence about understanding over thef@urse o

dialogue is referred to as the process of grounding.

Clark and Brennan (1991) hypothesize that different communication mediaclatwne$ that
change the cost of grounding. For example, when communicating by electroniatinéarge
delays between conversational turns, participants cannot simultgneansmit back channel
communications—the “uh-huh”, | see”, head nods, and smiles—that signal tocthethe
degree to which they understand the current utterance. In this reseaesk,interested in how
shared visual information affects grounding. Clark and Brennan (1991) and Ruasell,
Brennan, and Siegel (2002a) suggest ways that a shared visual space tginlderhe

establishing common ground.

The principle of least collaborative effort asserts that partitsdgarcommunication will try to
minimize their collaborative effort (i.e., the work that they do from niteation of each
communication contribution to its mutual acceptance) (Clark & Wilkibs, 1986). Shared
visual information can help reduce collaborative effort atdigtinct phases in the

communication process: tipganningstage and thacceptancestage.

The planningstage takes place when a speaker is forming an utterancects aiffie efficiency of
expressions. When describing a puzzle, one of the Helpers’ goals is to fornsiexyar¢isat
succinctly denote to the puzzle's pieces. If the Helper and Worker c#messsme work area,
the Helper can create efficient referring expressions by relying updrtivendé/orker sees (e.g.,
using the phrase “that one” when observing that the Worker is hovering overihet piece) or
anticipating potential ambiguities (e.g., using the phrase “the dark red ogef balcan see that
the Worker is likely to be confused by multiple red pieces). If the HeBrenot see the Worker’s
area, the Helper is likely to provide the wrong amount of informatioelprupon the Worker to
state explicitly what information she needs. Thus, by the principle dafdekeborative effort, we
should expect to see shifts in who acknowledges when a task is completedrbésedegree of
shared visual space.

Theacceptancestage occurs when the speaker is assessing whether the convdisatiorahas
understood the utterance. It provides comprehension monitoring. According toldhecdive
model of conversation, after contributing an utterance to a conversati@akesphould not

move the conversation forward unless speaker and listener believeethistener has understood
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the utterance sufficiently (Clark & Marshall, 1981). After givingtiinstions about a puzzle,
seeing the Worker’s consequent behavior provides the Helper infomadttout the Worker’'s
comprehension of the instruction. With shared visual information, the Helpeasdy recognize
when the Worker performs an incorrect action or appears confused, ani aseaividence that
they did not understand the task. For example, in the present experimentipéartééiced that
when the Worker put one piece directly above another in response to thetimisir‘put the
piece kitty-corner” he can assume that “kitty-corner” is not part of teired language. The
Helper can easily remedy this mistake by providing a more meaningfatidé such as, “Above
and to the right so that the corners are touching.” Without shared visue] gpatielper needs
to make assumptions about what the Worker understood or rely upon the Workerdidyexpli
state her level of understanding.

Visual information can provide a more accurate signal of comprehensionlibmer’s self-
assessment of understanding. If the Helper tells the Worker tditppotsie piece at 2 o’clock”
and he can see the Worker's response, he can tell with certainty tiiéditker has understood
the instruction. However, if there is no shared visual space, thdvidHer must state her
understanding, for example, “OK, it's above the last piece,” to which theH®ight respond,
“Above and to the upper right?” Even at this point, the Helper cannot be cediathdi are both
speaking about the same piece. In this way, visual information can proviateaarbiguous

signal of comprehension than can language.

By seeing the partner perform some task, the Helper gets immfsgidbmck about whether the
partner understood a directive. Clark and Krych (2004) demonstrated the tiepneoision with
which speakers use this visual evidence of understanding. For example, sttaeadavisual
space is available, directors change their descriptions and furdberatle mid-sentence in
response to their partner’s behavior. They use visual informationidordee the precise moment
at which to disclose new information. Delays of the sort introduced by videgression or
network lags are likely to undercut the value of the visual feedback

Visual feedback, however, may be less necessary if the task is singuigh (e.g., a game of tic-
tac-toe in which the pieces and positions are easily describedhergértners have an efficient,
well-practiced, and controlled vocabulary to describe events (e.g., roatimaunication
between pilots and air traffic controllers). In these cases, adstiatel display provides little

new information and its value for communicative purposes is diminished.
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3.3.3 Maintaining awareness of task state

In the previous section, we described how shared visual information can bdrusefiridinating
language during the planning of utterances that a partner can understand, anidaring
whether that partner does understand. Shared visual information can addoatdevfor
coordinating the task itself. In particular, if collaborators carttsestate of the task as it
develops, they know what work remains. This awareness helps them plam prmeeged toward
the goal, what instructions they need to give, and how to repair incoriectsa8hared visual

information also provides the ability to monitor specific actions

Imagine a pair performing a typical referential communication task ichadnHelper is
instructing a Worker on the order in which to place a set of cards (&g@kesk, 1987). If the
Worker places a card to the left when it should have been placed tohthehiégHelper can
intervene with new instructions if he can see the work area. OtleewesHelper must query the
Worker on the order of the cards and rely upon the Worker to provide aatecdescription.

The benefit of the shared visual information should increase aasthgrows more visually
complex because visual complexity introduces more possibilities oftesis, and because the
language is less adequate to describe the task state. For examff@gyunzle task used in the
present experiment, the puzzles are two-dimensional (with abutting)pietbesee-dimensional
(where one piece may overlap and occlude another), with corresponding lesaispddxity. In
the simple two-dimensional case, the instruction “Put the red pieop af the blue one” is
unambiguous, whereas in the three-dimensional case, the red piece can eithyetiowédlue
piece or be north of it. If the Helper can see the work area, he can ateovectify any

misinterpretation. He can also see when the Worker is ready for theskentiion.

2 It should be noted that the distinction betweenuse of shared visual information for conversation
grounding and for maintaining situation or task eem@ss is a subtle one. Conversational grounding, o
knowing what a partner believes and knows, anéstn awareness, knowing the state of the task and
surrounding environment, often overlap in real warhvironments. However, maintaining a conceptual
distinction between these mechanisms is useful idheoretical perspective. This chapter consitters
impact that shared visual information has with eg$po both of these theories; however, Chapter 5

examines the independent effects of each of theshamisms.
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3.4 Hypotheses

This discussion about the influence of shared visual information on satieeral grounding and
task awareness can be summarized in three sets of hypotheses ragakdi@gformance in the
puzzle study paradigm. The first concerns the effect of shared visuahation on task
performance as measured by completion time. The second and third addvessg ithevhich
shared visual information changes the content and structure of the caratimmas the pairs
attempt to reduce their collaborative effort.

PerformanceBecause the shared visual information should help participants manareness
of what needs to be done in the puzzle and allows them to communicate moretlgffigren

expect that it will lead to improved performance.

General Hypothesis 1 (H1): A collaborative pair will perform a reffitiad

communication task more quickly when they have a shared view of the work area.

When the referential task is more visually complex and involves a ragidhyging environment,
language alone becomes less adequate for describing the task stdte liketitood of errors
increases. In these cases, the shared visual information should be mareandefie should
expect an interaction effect between the presence of sharedinfenalation and the visual

complexity of the task.

Hla: A shared view of the work area will have additional performance bewifis the

task is more visually complex.

We would further expect an interaction between the temporal dynamicstagkhebjects and
the fidelity of the shared visual space.

H1b: A shared view of the work area will have additional performance bewsiis the
objects in the task change versus when they are stable.

However, the shared visual information should be less usefis ihdt kept up to date because it

will not be synchronized with the state of the task or the language it teegagigport. As
described by Clark and Krych (2004), spoken language is particularly udefalit can be
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precisely timed to physical actions and behaviors. Even a small delpgating the visual space

should be enough to disrupt this precision timing and diminish the value of visual itiferma

H1c: Delay in transmission will diminish the value of a shared view of the wegk ar

Communication efficiencyf shared visual information allows pairs to communicate with less
collaborative effort, this should be reflected in the efficiency eif tanguage use, that is, the
number of words they need to give instructions, refer to objects, or intheatstate of

comprehension.

General Hypothesis 2 (H2): A shared visual space will allow collaborators t

communicate more efficiently.

H2a: Collaborators will use fewer words to complete their task when they hehared

visual space.

Even though the shared visual information provides new information to ther lBglpdowing
him to see the Worker’'s behavior, we expect that the visual tool wilbpiininfluence the
Worker's language efficiency. If the pairs are operating accordirtgetprincipal of least
collaborative effort and the Worker is aware that the Helper caheepace, then the Worker

can let her actions substitute for words in demonstrating her level efstadding.

H2b: A shared visual space should increase the Worker's communicativeneffimore

than the Helper's.

Communication proces3o influence communication efficiency, the shared visual information
must also affect the strategy collaborators use to form utesamd indicate their level of
understanding. Because the Helper forms his utterances on the basisieéihjyibtheses
regarding the information the Worker needs, providing a shared visual sipagid allow him to
rely on more efficient linguistic shortcuts, such as the use of deicinouns and spatial deixis,
in the formulation of referential statements. Both of these lingifistins are ways of verbally
referencing (or pointing to) a particular object in the display, or icdise of spatial deixis, the
spatial relation between a reference object and a to-be-located &ojeekample, in the phrase

“I want that” (pointing to an object), “that” is a deictic pronoun used to Istailly point to the
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object. Deictic pronouns are generally efficient, substituting for loagémore linguistically
explicit referring expressions. Spatial deictic expressions aggample of longer and more
explicit forms. For example, in the expression “It's the one on top of the redBlonkop of "
uses the relative spatial position of objects to refer to them. If belffeHand Worker can see the
spatial positions of puzzle pieces and know their partner can also seeitioagdbey should

not need elaborated spatial deixis.

H3a: A shared visual space should increase collaborators’ use of deictic pronouns.

H3b: A shared visual space should decrease collaborators’ use of explwiiptiesis of
spatial position (spatial deixis).

In addition to the general efficiencies shown in the planning of messagesd visual
information allows pairs to change their strategies for demoimgframd monitoring
comprehension and should also reduce the amount of effort needed to monitoheoisipre
With shared visual information, the Helper can directly obsendeace of the Worker's
comprehension. As a result, the Worker need not explicitly state it. Othiétrehand, without
shared visual information, Workers must frequently indicate verbddBther they have

understood utterances.

H3c: The availability of shared visual information should decrease the muwhbe

acknowledgements explicitly stated.

A lack of shared visual information should shift the burden of respongitatitverifying
comprehension to the person performing the action. In the puzzle study explored sieneatis
the Worker will need to assume the responsibility of confirming thewractrerbally.

H3d: A lack of shared visual information should additionally increasatimeber of

acknowledgements explicitly stated by the Worker.

3.5 Method

These hypotheses are investigated in an experiment that manipulatdslityeof the shared
visual space and the attributes of the task. Participant pairs pleyenlé of Helper and Worker

in the puzzle study experiment described in Chapter 2.

23



3.5.1 Apparatus

The Helper and Worker were each seated in front of separate desktop cemyitht@1-inch
color monitors. A divider positioned between the workstations prohibitedhttieipants from
seeing one another. This eliminated the pair’s ability to use hand ge$aaial expressions, and
so on. The Helper and Worker spoke out loud and each speech stream was captured by
microphone and integrated with a time-stamped video capture of theydispitee general
structure the displays matched that in Figure 2-1. Pairs wer@eddiéfore each trial regarding
the status of the shared work area for the upcoming trial; for exampleyée told whether or
not the Helper could see the workspace, and if so, whether or not itma@sradly in synch.

3.5.2 Independent variables

We manipulated the extent to which participants viewed the same worrareadiacy of the
Shared Visual Information), the adequacy of lexical tokens to descripazhke pieces (Color
Drift) and the visual complexity of the task itself (Puzzle Diffighl

Immediacy of the Shared Visual Informatidime Helper could either see a replication of the
Worker’'s work area with no delay, could see the work area with a 3-secayd atetould not
see the work area at all. We call these, respectively, the ImmeDelyed, and None shared

visual space conditions.

Color Drift. The temporal complexity of naming the puzzle pieces was varied by mamgulati
whether the colors of the blocks remained constant throughout the thal 8table condition
(e.g., red), or constantly cycled in the Drift condition (e.g., red to orange towtell..). In the
Stable condition, pieces were chosen randomly for each experimentalaofrdin a palette of
easily distinguishable colors. In the Drift condition, each piece slowkygathits color,
incrementally cycling through the colors in the color palette. The pigtanged at a rate of a
major perceivable color change approximately every five seconds. ltdogkly one second of
continuous observation to notice whether any given piece was changing colouldt lsé noted
that these values fluctuate somewhat due to the fact that people doceotgpehange equally
across the color spectrdm

3 In this study a single setting was used for ttie od color change of the drifting pieces, a moztaded

discussion of change rates and their impact isdanrChapter 4.
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Puzzle Difficulty The visual complexity of the task was manipulated by having 2-D
configurations where the pieces simply abutted edges (Easy) or 3-D catifigsiv@here the
pieces could overlap one another (Difficult). In the difficult conditioneagicould overlap
either one-quarter or one-half of another piece. The layout algorithnngeedahat a single

piece was never completely occluded.

3.5.3 Participants and procedures

Participants consisted of twelve pairs of participants sel@&sdthe Pittsburgh, PA area.
Individuals were randomly assigned to play the role of Helper or WaGkaor Drift was
manipulated between pairs of participants, while both Visual Space and Biifizldty were
manipulated within each pair. Each pair participated in six experimentalioosdibnce in each
Visual Space (3) x Puzzle Difficulty (2) combination, counter-balance saved four puzzles
within each experimental condition. This resulted in a total of 24 putdésvere completed in
approximately one hour.

3.5.4 Measures

3.5.4.1 Task performance measure

The participants were instructed to complete the task as quickly ablppssitask performance
was the time it took to complete the puzzle. Custom software logged andadimyeestall mouse
events. Puzzle completion times were extracted from the logs by calgulet time between
two events: (1) when both partners pressed buttons indicating thatéheyaady to proceed
with the next trial, and (2) when the Helper pressed a button indjdéat the trial was
successfully completed. Because the vast majority of the puzzlesobeed correctly,

differences in error rates were less useful as indicatorslop&aformance.

3.5.4.2 Conversational coding

To investigate the relationship between the availability of shaswial information and dialogue,
we employed a coding scheme to identify the speaker (Helper or Worker)egorihtiary
purpose of each utterance and action (see Table 3-1). This method was madifiduefcoding
scheme described in Kraut et al. (Kraut et al., 2D03)e typical cycle of performance involved

* The original coding scheme and complete instruastican be found in Appendix A.
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the Helper describing one of the puzzle pieces, waiting until he was conviateket \WWorker
had identified the correct piece, and then telling the Worker its pogitithe iwork area. When
he was convinced the piece was placed correctly, he would describe theenexipis would be

repeated until the puzzle was completed.

Table 3-1. Types of utterances coded.

Utterance Types

References to and attempts to describe a specific piece
(e.g., “Take the red one”).

Information providing the context for identifying a specific piece
(e.g., “What colors do you have available?”).

Referent

Referential context

Attempts to describe the position of a single specific piece

Position (e.g., “Put that one in the upper right corner”).

Description of several pieces together

Positional context (e.g., “The last three blocks should form a triangle like shape”).

Acknowledgements Responses to statements confirming an understanding
of understanding (e.g., back-channel responses, “mmm-hmm”).

Acknowledgements directly following a behavior indicating whether
a partner had made a correct or incorrect move
(e.g., “OK, I've done it.”).

Acknowledgements
of behavior

Deictic expressions

Utterances that use the deictic pronouns “this,” “that,” “there,”
and related terms.

Utterances that refer to terms using spatial position, such as
Spatial deixis “above,” “below, "
“Ieft’” “Up," “dOWn,

Deictic pronouns

[TH

in front of,” “on top of,” “next to,” “behind,
" “touching.”

right,”

In this chapter, we are especially interested in the language méficéend manner in which
participants referred to the objects in the puzzle, describeddhial gsitions of those objects,
and verified that they were manipulating the correct pieces andopirsifithem correctly. To
examine these issues in detail, we conducted our analyses usingetitgieatpresented in Table
3-1. In particular, theeferenceandpositioncategories represent substantive task communication.
When spoken by the Helper, they were often instructions telling the Wehagrto do. When
spoken by the Worker, they were often attempts to clarify an instructiariéy that she had
understood it correctly. Thecknowledgememtategories were brief exchanges asserting that the
Worker had understood an instruction or performed it correctlyatkeowledgements of
understandingepresent instances of conversational grounding, whereaskhewledgements of
behaviorprimarily represent task awareness. The bottom half of Tablpr@sents categories

that were used to assess the efficiency of the spoken communicatrangkide by examining

the use of deictic pronouns and spatial deictic descriptions.
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Two independent coders classified a 12% sample of utterances untiééobed 90% agreement
on all categories. They then each coded different transcripts, patlgdioding a common
transcript to ensure that the categories they used did not drift duridgrdit@on of the coding.

Agreement remained high throughout.

3.5.5 Statistical analysis

Each analysis was a repeated measures analysis of variance Valo&réc8mbination of
conditions 1-6), Trial (1-4), Puzzle Difficulty (Easy or Hard) and Irdiaey of Visual
Information (Immediate, Delayed, None) were repeated, and Color Drifi€iaDrift) was a
between-pair factor. All 2-way and 3-way interactions were includ#ekianalysis. Because
each pair participated in 24 trials (6 conditions by 4 trials per conditiorgnaimns within a
pair were not independent of one another. Pairs, nested within Color Drétmweeleled as a
random effect. The analysis of performance used time to complete the, pazarded in
seconds, as the dependent variable. When conducting analyses of comadrsHiniency, the
dependent variable was the number of words, and time to complete the tasklugedi as a
covariate. The analysis for conversational content examined the nafieéerents, position
statements, acknowledgements and deictic expressions, and included batidtimenber of

words as covariates.

The major interest in this study was in examining how changes to theyfiofelihe shared visual
information affected task performance, conversational effigieanmod conversational tactics.
Although the analyses were full factorial analyses of covarianteupito 3-way interactions,
this chapter focuses on the Immediacy of the Shared Visual Informatiatsanteractions with

Puzzle Difficulty, Color Drift and Speaker Role.
3.6 Results

3.6.1 Manipulation checks

The manipulation of Puzzle Difficulty had a significant impact on thedspétl which the pairs
solved the puzzles. The pairs were faster in the easy 2-D conditiontinhpieces simply
abutted edges (LS Mean (and standard error) = 62.5 (3.8)) than when théy therdifficult 3-
D condition where the pieces overlapped (70.0s (4@)),= 2.40,p = .017. The manipulation of

Color Drift also had a significant impact on performance speed. Thevpaie significantly
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faster in trials where the colors were stable (54.4s (5.3)) than Wwegrvere drifting (78.0s
(5.3)),tss) = 3.19,p = .009.

3.6.2 Task performance

This experiment was designed to examine the impact of the avajflabitihared visual

information on performance for different types of tasks. The reseltshmwn graphically in

Figure 2-1, and additional statistical details are contained in AppEndConsistent with

General Hypothesis, the results show that a shared view of the work area benefited performance.
The pairs were about a third quicker at solving the puzzles in the Imsn&thiated Visual

Information trials than in either the Delayed Shared Visual Informatigs) = 4.57, p < .001, or

the No Shared Visual Information triatgss) = 6.61, p < .001 (Immediate = 52.3s (4.2); Delayed

= 69.6s (4.5); None = 76.7s (4.4)). However, consistentiyttothesis 1cthe 3-second delay
substantially reduced the benefits of the shared visual information.

Consistent wittHypothesis 1bthe Immediacy of the Shared Visual Information x Color Drift
interaction demonstrates that a shared view of the work area haesgteatefit in the Drift
condition, when the objects being discussed were lexically unstable aodloliff describé-,,
258 = 11.41p < .001 (see Figure 3-1). Decomposition of this interaction revealththat
Immediate Shared Visual Information condition led to substantialigrfasmpletion than the No
Shared Visual Information condition when colors were changing than when thegtable,
interactiont zsg) = 4.33,p < .001. Similarly, the Immediate Shared Visual Information condition
was faster than the Delayed Shared Visual Information condition whenbltite were drifting
than when they were stable, interactigg, = 2.19,p = .03 (see Figure 3-1). Phrased another way,
a shared view of the work area was less beneficial when words thenwmiletgasily describe
the objects (e.g., they could be referenced by concise color terms such ase;eat, djua).
Because people precisely time their utterances in the grounding pfGtaas& Krych, 2004),
temporal synchrony matters a great deal.

It is instructive that the Immediacy of the Shared Visual InformationzzIB Difficulty
interaction, although in the hypothesized direction, was not statisticaificamt, F,, ,s5= 1.01,

® Throughout this dissertation, additional statistidetails are presented in Appendix F, where #ia d

from each chapter are included under their ownhsdmding.
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p = .37. Visual complexity itself did not raise the value of a shared viemeafiork area. Thus,
we found no statistical support felypothesis lalt was primarily when the task was dynamic

and the environment changing that the shared visual information was most benefici
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Figure 3-1. Effect of shared visual information and color drift on p&formance time.

The next stage of the analysis explored the way in which the language userbttesHelper
and Worker varied when the shared visual information was perturbed.

3.6.3 Communication efficiency

We explored the rate at which the pairs produced words (in the log iscatdgr to examine the
efficiency with which they communicated. We examined word rate (the nuwhbeanrds,
controlling for time) to test this prediction. The model used for the vatedanalysis was similar
to that used to examine task performance, with a few exceptions. It inclugakeSRole

(Helper or Worker) as a factor and used time to complete the tastiosaréate. Because none of
the three-way interactions were significant, with the exceptionaflB Availability of Shared

Visual Information x Speaker Role, they were removed from the model in sebsemqalyses.

Consistent withGeneral Hypothesis @ndHypothesis 2athe pairs produced more efficient

speech when they had more immediate shared visual information. Thedgwseavords to
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solve the puzzles, controlling for time, as the shared visual space wagp¥tordate (Immediate
= 2.97 (.14) words (nLog) per puzzle; Delayed = 3.40 (.15); None = 3.81 (.15)). Using these
measures, the Immediate Shared Visual Information condition was more oaatiwely

efficient than both the Delayed Shared Visual Information conditiag,= 2.55,p = .01, and the
No Shared Visual Information conditiotp, = 4.84,p < .001. In turn, the Delayed Shared
Visual Information condition was more efficient than the No Shared Visual Infimmeondition,
ta10)= 5.78,p = .017.

W Helper
6 O Worker

Word Production Rate

Immediate Delayed None

Immediacy of the Shared Visual Information

Figure 3-2. Effect of shared visual space and speaker role on word eat

An examination of the Shared Visual Information x Speaker Role ititamatepicted in Figure
3-2 reveals that the immediacy of the shared visual information imptbgétforkers’ efficiency
more than it improved the Helpers’ (for the interact@ o= 10.81,p < .001). Because the
Workers could always see the work area, changes in Workers’ belefléated their
accommodation to differences in the Helpers’ view of the worksgédie provided support for

Hypothesis 2b

3.6.4 Communication processes

We expected that the shared visual space would be useful in allowingrepaonitor the
state of the task. When the workspace was present, the Helper couldrriienitvorker’s
progress and issue corrections. However, when the shared visual ifdarmas not available,
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the responsibility of communicating the task state shifted to the &kiorkis role switching and
the responsibility of contributions was first described by Brennan (1Bi@d& we extend this
work by examining two particular types of verbal acknowledgements thdttecaroduced in
describing task state. Acknowledgements of behavior are verlra\algldgements that occur in
response to behaviors or physical actions. Acknowledgements of undergtarediverbal
acknowledgments that occur in response to verbal statements or questionstfidgeeohcoding
the transcripts was a modified version of the coding scheme describealitn Russell, and
Siegel (Kraut et al., 2003) and the subset of the codes analyzed hewsargga in Table 3-1.
The models used to perform the content count analyses were similar to the raddel esamine
word rate; however, they included the number of words as a covariate, almverg view the
values described here as proportions of overall word production. These apaiysd the
investigation of changes in patterns of language use.

Acknowledgements of behavidable 3-2 demonstrates a typical example of the ways in which
the pairs acknowledge behaviors with and without access to shared vistrahbitndn. Consistent
with Hypothesis 3dWorkers took over the responsibility for assessing and communicating the
state of the task when Helpers did not have up-to-date visual inform#@/hen the pair had no
shared visual space, the Worker indicated explicitly whether shestimoléian instruction and
performed it correctly by reporting on the current task state, (e.g, SOK's like [on the] side of

it and you see half of the red block.”). The Helper then confirmed the placem&bwect with

the phrase, “Right of the red, yeah.”

Table 3-2. Shifts in responsibility in assessing and communidag correctness of

performance.

Immediate Shared Visual Information No Shared Visual Information

H: The right hand, the top right hand corner of  H: And that's gonna be on top of the red one

the blue block touches the bottom left hand but only the right side of the red is going to be

corner of the first orange block. showing.

W: [Positioned piece correctly] W: [Positioned piece correctly]

W: Like that? H: You know what | mean?

H: Yeah. W: OK, so it’s like ...

H: All right, that's good. H: Oh, like, put it on the left side of the red.
W: ... side of it and you see half of the red
block.

W: OK.

H: Right of the red, yeah.
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In contrast, when shared visual information was available, the Helpleidsually confirm that
the Worker understood the instruction (e.g., with the statement, “... that's geitkaSut the

Worker having to explain the state of the puzzle environment.

6 B Helper
O Worker

# of Acknowledgements
of Behavior

0 - T
Immediate Delayed None

Immediacy of the Shared Visual Information

Figure 3-3. Effect of shared visual space and speaker role on the prarion of
acknowledgements of behavidr

Consistent wittHypothesis 3dstatistical analyses supported the shift in responsibilities. In the
Immediate Shared Visual Information condition, the Helper issued resarhany behavioral
acknowledgements as the Worker. That is, the Helper was asttkielll the Worker that she had
positioned a piece correctly as the reverse. However, when the shadni@mation was
limited, Workers increased their production of acknowledgements-{geres 3-3), interaction
F(2.105= 33.56,p < .001. This Availability of Shared Visual Information x Speaker Role
interaction is stronger when comparing the Immediate and No Shared Visuwaldtibn

conditions tu0s)= 8.10,p < .001, than in comparing the Immediate and Delayed conditigss,

= 2.49,p = .014.Hypothesis 3evas not supported for acknowledgements of behavior. Although

® The data presented in this figure represent tieeadvnumber of acknowledgements of behavior

controlling for the total number of words. See Apgi F for detailed model results.
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responsibility for acknowledging correct behavior shifted across thedshiatel information

conditions, the total rate did not appear to change in this study.

Acknowledgements of understandifge pairs also used visual information to support the
conversational grounding process. When shared visual information wkebbsyai was more
efficient and easier for them to follow a cycle of the Helpeingiinstruction and the Worker
performing actions. They could reserve speech for clarificatiomwiiegs went wrong. There
was little need for Workers to state their understanding of insinscéxplicitly, since Helpers
could infer understanding by observing whether Workers performed cortdotiyever, when
the visual information was not immediately available, Workers di&@ tmore explicit in

communicating their understanding.

Consistent witlHypothesis 3cthe pairs were most explicit in stating their understanding when
they had no shared visual spa€gos= 12.43p < .001. They used acknowledgements of
understanding more when they had no shared visual display than when it was available
4.59,p <.001, or when it was delayégdgs) = 4.10,p < .001. However, in this study we found

little difference between the presence of an immediate displajhamtdésence of a delayed one,
taos)= .57,p = .57, (LS Means (se): Immediate = 1.30 (.27); Delayed = 1.51 (.27); None = 3.11
(.29)). It appeared as though the pairs were willing to use the delayed nfeaaiition to play

this rol€.

The Shared Visual Information x Speaker Role interaction provides suppbstdothesis 3d
extends work by Brennan (Brennan, 1990, 2005), and demonstrates further suppornidtothe
that pairs act in accordance with the principle of least collakeretfort. Workers were more
explicit in stating their understanding when the shared visual infamaas not immediately
available (see Figure 3-4), for the interactinos)= 8.66,p < .001, while the Helper’s behavior
did not change much with variations in the shared visual space.

" The next chapter provides additional data thatdse temporally explicit regarding the pairs’ néedise
the shared visual, even when it is delayed, toesasva mechanism for supporting conversational

grounding.
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Figure 3-4. Effect of shared visual space and speaker role on theogluction of

acknowledgements of understanding.

The Shared Visual Information x Color Drift interaction showed an additiocr@ase in the use
of acknowledgements of understanding when the colors were drifting than wievetigestable,
for the interactior, 105)= 5.30,p < .006.

3.6.5 Deictic expressions

Deictic pronounsSince the task in this study required the pairs to identify specjéctskand
then place them in a spatial arrangement, we expected that they would@tesfeishorthand
references to objects as opposed to lengthy verbal descriptions wheoulkeyAs demonstrated
in Table 3-3, the pairs appeared to take advantage of the sharednimuahtion to support the
generation and use of efficient deictic references. The models usedaorpthe deictic count
analyses were similar to the model used to examine word rate; howeyendheded the
number of words as a covariate, allowing one to view the values describexs peoportions of
overall word production. Statistical analysis of the conversationalvaas consistent with
Hypothesis 3aThepairs differed in their use of deictic pronouns by conditihes) = 5.47,p

= .006. They used more in the Immediate condition than in the No Shared Visuakglidorm

condition,t05) = 3.31,p = .001. However, while the difference between the Immediate and
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Delayed conditions was in the expected direction, it was not signifigagt= 1.71,p = .09
(Immediate = 1.50 (.20); Delayed = 1.01 (.21); None = 0.512 (.22)).

Table 3-3. Use of deictic pronouns with and without access to shareidual information.

Immediate Shared Visual Information No Shared Visual Information

H: And that over... put that on top of the red H: The bright blue’s, the bright blue’s, um,
one. bottom left corner touches the bright red’s
upper right corner.

Spatial deixis Spatial deixis is the term used in this study for attempts to cefar vbject by
describing its position in relation to others, in phrases such as “neftbétoW,” or “in front of.”
Spatial descriptions are communicatively expensive. They arefliessne than a simple noun
phrase (e.g., “the blue one”) or a deictic pronoun (e.g., “that one”). If paityiggto minimize
collaborative effort, they should use spatial deixis less frequértgiywhen they have access to
more efficient shared visual information. Analyses showed a treing aise of differing
proportions of spatial deixis depending on the availability of shared visoahiation. Although
the overallF-test did not reach statistical significanEg,.0s5)= 2.67,p = .074, pair-wise
comparisons revealed that the pairs tended to use spatial deixiswttweeDielayed than in the
Immediate Shared Visual Information conditiis) = 2.26,p = .02. However, the difference
between the No Shared Visual Information and the Immediate Shared Vifwaidtion did not
reach significancdos) = 1.58,p = .11 (Immediate = 2.82 (.29); Delayed = 3.64 (.30); None =
3.41 (.31)).

The shared visual information had less of an impact on spatial deixis whesldrewere stable
(for the interactiorF;105y= 3.21,p = .04), and when the puzzle configurations were easy (for the
interactionF 10sy= 3.65,p = .03). Thus, if the task was linguistically or spatially difficttie
absence of shared visual information caused participants to resostljospatial descriptions to

resolve it.

There was also a trend of the shared visual information affeténigelpers’ use of spatial deixis
more than that of the Workers’. Although the ovefalest did not reach statistical significance
(for the interactiorf(, 105y= 2.15,p = .12), pair-wise comparisons indicated that Helpers used
spatial deixis more when the fidelity of the display was decreased, whgoekers tended to
produce a consistent number of spatial deixis per puzzle regardlessvath This interaction
was significant for the comparisons between the Immediate and Delaygitians,t(;05 = -2.01,
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p < .05; however, it failed to reach significance for the comparison batthe Immediate and

No Shared Visual Information conditioriges) = -1.58,p = .12.

3.7 Discussion

In this chapter | have demonstrated the feasibility of the puzzaigan for investigating the
conditions under which shared visual information improves collaborationstzowed that shared
visual information interacts with task features in substantgiwThis work also demonstrates
that shared visual information plays a major role in supporting conw@rabgrounding and task

awareness.

3.7.1 Facilitating conversational grounding

This research showed that collaborative pairs can perform mordyganekjust as accurately
when they have a shared view of a common work area. The shared visualisfoimproved
task performance and conversational efficiency. Delay in updating th¢ infarenation
diminished the benefits of having a shared visual workspace in most dimensions

There are two major ways that the shared view of the work apraved performance by
allowing Helpers to accurately ground their instructions. First, theedhveork view allowed
Helpers to plan and create more efficient referring expressiatestwibe objects and positions in
the work area. Seeing the Workers’ behavior allowed Helpers to usie geictouns and other
compact expressions instead of longer noun phrases to refer to elementauzztbeln addition,
Helpers could see directly when their partners were ready for thinsxiction, reducing the
time between their instructions. Similarly, Workers, knowing that theinges could see their
moves, could ask for confirmation with compact expressions such as “LiR&, ttzdher than

verbally describing the new state of the puzzle.

The second way in which the shared visual information improved task pencemeas through
making conversational grounding more accurate and efficient. The sliswatinformation
provided an important resource that allowed participants to comprehend the tteg/hich their
partners understood an utterance. In particular, when Helpers could desrdMoehavior, they
used this information to infer whether the Worker understood the curstntdtion.
Observations of the interactions suggest that when Helpers sadingiartner made a correct
move following an instruction, they cut short their descriptions and did rirate, but instead
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continued to the next instruction. In contrast, if they observed that thisieparade an error,

they would provide more detail when describing a puzzle piece or its position.

This reasoning is consistent with the finding that Helpers used éxjdaxriptions of spatial
positions (i.e., spatial deixis) less frequently in the trials whegertmived Immediate Shared
Visual Information than those in which they did not. When the Helper couldes&€édtkers’
behavior, the Worker’s placement of a piece in the correct placammnsediate, costless
evidence that they understood an instruction. Therefore, they could cuitaihtine elaborate
spatial descriptions. However, without this evidence, the Helpersoedtio elaborate the
spatial description until the Workers explicitly confirmed their us@anding.

The data presented here are broadly consistent with a cooperative model of aatioruriihey
provide broad support for Clark’s thesis that common ground is crugighlgrtant for
conversation, and specific support for Clark and Brennan’s (1991) hypothesigférant
communication features change the cost of achieving common ground. In pariMoiiaers
adapted their communication and behavior to compensate for what the Helpesrooolild not
see. It is important to note that in this experimental design the Workewsof the workspace
was always the same regardless of whether the Helper coutdisgee Workers were using a
purely egocentric approach to communication, they would not change their coratioumic
behavior in response to variations in the shared visual information, babairsview of the
space never changed. Instead, they changed their communicative behavigorisede what
their partner could see. When the Helper could not see the work ardarsased more words
to complete the task, were more likely to describe the work aredtafiemade moves, and were

more likely to indicate explicitly whether they understood an instruction.

The results are also consistent with Clark and Brennan’s (1991) fakéw analyzing the
costs and benefits of different communication technologies. When media pvisuide
information about what the Worker is doing, the ability of Workers ¢oirgd their utterances via
actions reduces their need to provide verbal indicators of comprehenssteadl, they let their
actions demonstrate their understanding of the Helpers’ instructioBbalster 6, sequential
analysis techniques are used to examine this issue in more detgle(€&aal., 2004a). In
particular, sequential analyses show that the Helper’s instruetiergsmore likely to be followed
by the Worker's movement of a puzzle piece when the shared visual infommets available

versus when it was not. In contrast, a Helper's instructions were mdsettikee followed by a
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Worker's acknowledgement of understanding when there was no sharednfistnahtion

available.

These results show that people try to compensate for limitatiohe totmmunication
technologies available to them. However, these compensations oftetmofalivith regard to
communication efficiency. For example, as previously discussed, when \&/betEve that their
partners cannot see their behavior, they are more explicit in indicatinggttes of
comprehension. Yet, acknowledgements of understanding can be inaccurate. Aslaey te
knows, students can think they understand an instruction without really dohpen.Helpers
could view the Workers’ behavior, they received more accuratematon about Workers’ level
of understanding, untainted by the Workers’ self-assessments.

3.7.2 Maintaining task awareness

This work extends the work of Clark and Brennan (1991) by illustratingfeatures of the task
interact with features of the communication settmifluence the grounding process. In this
experiment, the value of the shared visual information depended on tiheiaglperformed. The
shared visual information helped performance and conversationatedfjomore when the tasks

were dynamic (i.e., in the Color Drift condition).

The interactions between the fidelity of shared visual informatioritentikatures of the task
demonstrate the importance of understanding task characteristics wéreniniag the value of a
shared visual workspace. These findings suggest that the utility afedshsual workspace
depends in part on the visual complexity of the task. In dynamic settinge®mnith many
objects in a variety of spatial relationships to one another (e.g., fobdied medical teams,
aircraft repair), visual space may be particularly important. ¢ss tcomplex visual tasks,
especially those in which objects and spatial relationships dieeatd easily lexicalized, an
audio-only connection may suffice. These findings help to rectify the dispantgd&etarly and

more recent research on the value of visual information in distributecheoitation.

In this study, task objects changed rapidly in the drift condition, and whenithegrdporal
delays in visual information rate erased the benefits that the shauad mformation otherwise
provided. | would expect these results to generalize to other setiithgspidly changing events,
such as an operating room. Temporal delays may be less problematic when tskaobje
relatively static, as they might be in an architectural design task
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3.8 Conclusion

In this chapter, | have argued that shared visual information is es$entiamplex task-oriented
collaborations because it facilitates the ability of the pairs totaiaiawareness of the task state,
helps them to reduce errors and ambiguities when the environment ispisunafilex, and
facilitates grounding and communication by allowing the use of efficientiéyggand a method
for monitoring comprehension. The effects of new communication technologptsaperficial,
and their developers should not be guided by surface characteristics. Bydogdite ways that
technologies, and the tasks we attempt with their aid, interact with,ynadid rely on language,
greater strides can be made in understanding and design. Moreover, thegantenis

illuminate basic principles of conversation and social psychology in profoays, Wringing into
focus not only technological but traditional communication processes.

However, one major limitation to the work presented in this chapter digbeete manipulation
to the temporal delay produced in this study. The 3-second delay was uosadiglisigh for

many users of today’s technologies. Further research that mdefpdtday as a continuous
variable is needed to gain additional insight into the specific poinhiahva temporal breakdown
occurs. The subsequent chapters examine the critical temporal naturdebthéGergle et al.,
2006), and provide a more thorough investigation of the impact of shared visualdtion on

conversational grounding and situation or task awareness (Gergle etdar, Review).

39



40



Chapter 4

The Impact of Delayed Visual Feedback®

The previous chapter presented a study that demonstrated that when gatyetbrer on a
physical task, seeing a common workspace benefits their performantraraidrms their use of
language. The results demonstrated that visual information helps cdiled@ers understand
the current state of their task, ground their conversations, and comrawfigaently. It also
demonstrated the fact that collaborative technologies often impinge uistiaéinformation
needed to support successful collaboration. One example of this wasddadtion of delayed
visual feedback in the collaborative environment. While the work inrngqus chapter
explored a constant delay of three seconds, temporal delays tmocatlae systems typically
occur at much shorter time intervals (Gutwin, 2001a, 2001b). This chaptentreesults from
two studies that detail the form of the function that describes lt@reship between visual
delay and collaborative task performance. The first study predsetpnstrates how a range of
visual delays differentially impact performance and illustrétescollaborative strategies
employed. The second study describes how task parameters, such as the afrthmigsual
environment, affect the amount of delay that can be tolerated.

8 The work presented in this chapter was origingilplished in: Gergle, D., Kraut R. E. & FussellRS.
(2006). The Impact of Delayed Visual Feedback ottaBorative Performance. Rroceedings of the ACM
Conference on Human Factors in Computing Systerds 2006) pp. 1303-1312. NY: ACM Press.
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4.1 Introduction

As previously described, shared visual information is a key elemsntoéssful collaboration.
However, when mediating an environment, we need to understand how technologies impinge
upon the processes that support successful collaborative activigxdfaple, how does the often
unavoidable visual delay that results from video compression or netaogkstion impact an
individual’s ability to maintain awareness of their partner'soast? How do visual delays disrupt
the critical language processes required for successful commanzétnd how do these delays
impact the task strategies pairs use to successfully collaborate?

This chapter describes a basic function that governs the infloédedayed visual feedback on
collaborative task performance. It provides detailed insight into the arobuisual delay that
can be tolerated before influencing collaborative performance, and ormmigie of tolerance
depends upon features of the task. Finally, it presents both quanttadivpialitative

descriptions of the strategic adaptations that occur acresga of visual delays.

4.1.1 The impact of delay on collaborative task performance

A number of studies have examined the impaxtio delayhas on communication and
collaborative task performance. As demonstrated by Krauss & Brit®6r), small audio delays
of 300ms can have detrimental effects on communication processes, and dieleyes @s 900ms
can severely impact a pair’s ability to communicate. O’Connaill and Wait(d997) found that
audio delays between 410ms and 720ms led to reduced use of back-channelsidesgdnte
speech, and fewer instances of overlapping speech. Cohen (1982) described hdtamesius
705ms delay of audio and video resulted in longer conversational turns andetboreatap
between utterances, and Tang & Isaacs (1993) found that a one-way delay o6&VEeraly
disrupted turn-taking behaviors. In summary, the work on audio delay and its impact on
collaborative performance tends to find that delays below 300ms pose feenmpsoblelays
between 450ms and 700ms can severely impact communication and coordination pracdsses
delays greater than 700ms drastically impact communication, coordination,exat task

performance.

While these studies examined audio on its own or combined with video, they do ndéeprovi
insight into the communicative impact of the visual information itsedfdBlays in updating
visual information of the sort introduced by video compression or network lags, undercut its

value in a similar fashion?
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Gutwin and colleagues have examined visual détag number of tightly-coupled motor
coordination tasks performed in a shared workspace (Gutwin, 2001a; @u&jr2004). In one
task (see experiment 2 in Gutwin, 2001a; and study 2 in Gutwin et al., 2004), tbipmatdi

used their mouse pointers to grab objects from a central repository of on-sbjeets, and then
drop the objects in their own “bins” located at the edges of the scrieisrtask required the pairs
to coordinate access to the shared objects, and they were allowedkidospee another while
performing the task. The results reported that delays greater than R@ms larger number of
coordination errors (as measured by pairs grabbing the same obfectkatrie time) in
comparison to conditions with no delay. These errors appeared to result fraut tthaf the
participants had a particularly difficult time understanding the shéaesl&f the task
environment. While these studies found evidence of performance differ@noeeasured by
errors and error rates, there was little evidence of an influénégual delay on overall task
completion time. In addition, this work primarily focuses on discretesarea of delay, and in
doing so, does not address the particular point at which coorditméakdowns occur. Similarly,
these results do not provide a description of the functional relationshipemetieky levels and

task performance.

The study presented in Chapter 3 (Gergle et al., 2004a; Kraut et al., 2002b)ezktraiimpact

of delay on a collaborative task that had both language and motor componentsrkhis w
demonstrated that delayed visual feedback impacted performance, imueao its lack of
synchronization with the state of the task or the language thadgaée support. It found that
the delay harmed task performance as well as the communication peoaeddanguage patterns
of the collaborative pairs, and that the delay had larger effedts #ask became more dynamic.
However, this work compared a rather long delay of 3000ms with no delay. Recdénnhbgnc
studies have suggested that average Internet latencies, a@ogs af geographic distances, are
typically in the range of 100 to 700ms (Gutwin, 2001a, 2001b). This suggests thiag finaly-
grained temporal investigation of the influence of visual delay onlmmiation is needed.

 While Gutwin and colleagues distinguish betweea torms of delay, latency and jitter. Throughotis th

paper we use delay to refer to what they call ten
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Finally, Vaghi and colleagues (Vaght al, 1999) performed a naturalistic study of a virtual
soccer game that took place in a collaborative virtual environment.arhe grena consisted of
two halves to the field with a net on each side. Participants contesligdrs and attempted to
bounce the ball off their avatar and into their competitor’s net. Thwaef allowed one player
to play locally and the other was connected using a simulated network connelatre the

visual delay could be precisely controlled. Vaghi reports qualitatickerce that strategic
adaptations occur when delays range from 150ms to 1000ms. They report thaty®iotielp to
150ms, very little changed in performance and strategy. From 150 to 300ms, the delgges pl
perception of where his avatar was in relation to the ball becameysligdlipted, and as a result
the ball often appeared to follow awkward trajectories. Thisydgdpeared to influence the
situation or task awareness of the player. Around 500ms, the game pleg dhefstically. Vaghi
reports that players demonstrated a strategy shift and began to plagactive and defensive
fashion. For example, the participants used a move-and-vaggfrinstead of using continuous
interactions. From their results, the authors argue that delays of 5a0s& major disruptions to

collaborative performance.

While these studies provide evidence to suggest that a phenomenon i§ gregdeave open
the range of delays that are tolerable. We do not yet have a firm grétspramge of visual
delays that people tolerate before it influences the quality andgses of collaboration. Nor do

we understand how collaborative pairs adapt to delays of different durations.

To address these questions, | developed the following methodology that tikvdiscovery of
the form of the function that relates visual delay to performance. Thisprovides a much

more detailed account of the impact of visual delay on collaboratikg@éatrmance and
communication processes. However, before proceeding with the studies,thdoretical
discussion will describe the ways in which pairs use shared ugaahation and how periods of
delayed accessibility can inhibit performance.

4.2 Theoretical background

As previously described, our theoretical understanding of the way tieitugai visual evidence
for collaborative purposes relies heavily on two psychological the@itation Awareness
Theory and Grounding Theory (for further discussions see Kraut et al;,\20tBaker, 2003;
Whittaker & O'Conaill, 1997).
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To briefly summarize, Situation Awareness Theory holds that visuahmaftion helps pairs
assess the current state of the task and plan future actions (Endsley,tB9&y B Garland,
2000). It primarily focuses on how visual information influences the abiligroups to
formulate a common representation of the state of the task, which inlaws #iem to plan and
act accordingly. At another level, having to do more with the languageoamdunication
surrounding a collaborative activity, Grounding Theory suggests thal uidarmation can serve
as an unambiguous source of evidence of a partner’s understanding whichcaltmersational
partners to generate efficient speech and to assess a level ofamdlags(Clark, 1996; Clark &
Marshall, 1981; Clark & Wilkes-Gibbs, 1986). Visual information provides anseé
coordinating language and generating efficient and understandable siéssotmounding a
collaborative activity.

Together these two theories predict that when groups have accesstonformation, they will
better coordinate their work: on the one hand, they can monitor thefth&task and plan and
act appropriately, on the other they can deliver instructions andaatidghs in an efficient and
timely manner. Delay in providing the necessary visual information shaflugmce these
coordination mechanisms and ultimately have a negative impact on both tasinpederand
communication processes. The following sections review each of theseshia detail and

highlight the potential impact thdelayed visual informatiomay have for each.

4.2.1 Impact of delayed visual information on situation awareness

According to Situation Awareness Theory, visual information is prignealuable for
coordinating the task itself. In order for collaboration to be successbuip gnembers need to
maintain an ongoing awareness of one another’s activities, the staplsvaht task objects, and
the overall state of the collaborative task (Endsley, 1995; Endsley &@af00). This
awareness allows accurate planning of future activities, ancecamas a mechanism to

coordinate tightly-coupled interactions.

As previously mentioned in 82.1.2, Nardi and colleagues (1993) describe havb asise on a
surgical team can make use of visual information to help assess thd taskestate and use this
information to anticipate the instruments a surgeon will need. If the surgdanami artery and
the scrub nurse can see this on an overhead monitor, she can immediated/qaretegization
materials in response to her visual recognition of a change in thetdaskstate. Note that her
plan for action occurs regardless of her need to verbally commemigthatthe surgeon. However,
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if the visual information were delayed for some reason, such tight-catimfirwould not be

possible and precious seconds could be lost.

In a similar fashion, but at an even finer temporal level, Gutwin and colle§Guéwin et al.,
2004) describe how task coordination is supported by the availability of inforanation during
a tightly-coupled collaborative task in which pairs need to quicklyemmmmputational objects
within a shared 2D workspace. When the view of the shared workspacayisdjeéhe pairs have
difficulty assessing the state of their partner and the state ofstheatad there is an increase in
the number of errors they make by grasping the same piece.

To summarize, situation awareness of what is currently happeningficeemce the next move or
action. When pairs are performing tightly-coupled interactions in aldistd environment, a
delay in the availability of the visual information may disrupt the &ifom and maintenance of
such awareness, ultimately yielding coordination difficulties.

4.2.2 Impact of delayed visual information on grounding

Grounding Theory suggests that visual information can improve collabotasiv@erformance
by supporting the verbal communication surrounding a collaborative acli\stgtes that
successful communication relies on a foundation of mutual knowledge or common dttamkd (
1996; Clark & Marshall, 1981; Clark & Wilkes-Gibbs, 1986). Speakers formanttes based on
their expectation of what a listener is likely to know, and then monitothehthe utterances are
understood. In return, listeners have a responsibility to demonstratketiediof understanding.
Shared visual information serves to support both the igiiakrationof utterances as well as to

provideevidence of comprehensi¢Brennan, 1990, 2005; Kraut et al., 2003).

Throughout a conversation, participants continually assess what one &matlverand use this
knowledge to generate subsequent contributions (Brennan, 1990; Clark & Ma@8k Clark
& Wilkes-Gibbs, 1986). Clark & Marshall (1981) propose that physical ceepoes(i.e., visual
access to a shared environment and the actions of a partner) alloverspealticipate what a
partner knows. Hence, a person can point to an object in a shared physicahegwirand refer
to it using the deictic pronoun “that” if she believes her partner canedsiha object and her
gesture. However, in distributed environments with delayed visual feledhah communicative
efficiencies may no longer be available (Gergle et al., 2004b; Kraut 20@Pb).
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Visual information also influences comprehension monitoring in a numberyst ¥raa typical
spoken interaction, partners can use explicit verbal statements (e.g.it"lagdtlo you mean the
red one?”) or back-channel responses (e.g., “uh-huh”) to indicate their i@ashprehension.
As shown in Chapter 3, when visual information is available the visual feeibalf can be a
critical resource for comprehension monitoring (Brennan, 2005; Kralt 20@3). Evidence can
be deliberate (e.g., as in a pointing gesture) or as a side effect af pedfeemance of a desired
action (e.g., by moving the correct object in a workspace), provided botlsadiaware of
what one another can see (Gergle et al., 2004a).

Recently, Clark and Krych (2004) demonstrated that collaborative pairssusé imformation to
facilitate the precision timing required when discussants are intrayloew entities to a
discourse or changing their speech mid-sentence in response to timeir pattions. However,
delays of the sort introduced by video compression are likely to underminaltieeof this visual
feedback. The study presented in Chapter 3 demonstrated that laygerddiece the

communication benefits of shared visual information (Gergle et al., 2004bt &tral., 2002b).

Although immediately available shared visual information generajtyares collaborative task
performance by supporting situation awareness and conversational groundinggfiis lhe
provides in any given situation are likely to depend on both the accurtiey wsual information
(e.g., whether it is up-to-date or stale) along with the requirememntedérdination imposed by
the task structure. Any delays in the availability of the visual irdtion are likely to impact

these coordination mechanisms in different ways.

4.2.3 Hypotheses

This discussion regarding the influence of delayed visual feedbaailaharative task
performance can be summarized in terms of a set of hypotheses that degpeatbedsfindings.
Study 2 aims to uncover the functional form of the impact delayed visdiidek has on
collaboration due to its impact on both lower level coordination taskelaas higher level
communication processes. In particular, from prior studies and our thelowetieastanding, we
should expect that:

H1: A collaborative pair will perform their task more quickly when thlegre an
immediately available shared view of the work space.
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H2: A collaborative pair will perform their task more quickly as timgliistic complexity

of the task objects decreases.

H3: An immediately available shared view of the work space will have additional

performance benefits as the linguistic complexity of the task ohjectase.

In addition to these general hypotheses of the overall impact of visoahation, we should
expect that the delays widifferentiallyimpact the coordination mechanisms on a different

timescale:

H4: The various benefits provided by the shared visual information will declitne as
delay increases.

As the collaborative task becomes more dynamic or tightly-coupled, we shoudd #plevel
of tolerance a collaborative pair has for delays to decreagbeAask becomes more tightly-
coupled and dynamic, the pairs will experience performance deficits witleistietays in
comparison to less dynamic environments. This proposal is examined in Swiagrdthe

dynamics of the task environment are manipulated. As a result of thiepwiel €xpect that:

H5: A collaborative pair will perform their task more quickly when thectsjin the

environment are less dynamic.

H6: A dynamically changing environment will reduce the tolerance a collakenaair

will have for delay in the visual feedback.

4.3 Study 2: The impact of visual delay on collaborative
performance

This study is primarily interested in assessing the pair's perfoerarar a wide range of visual
delays. In addition, it examines the conversational and communication proagspted by the
pairs. The collaborative puzzle task paradigm described in Chapteredlitousst the
aforementioned hypotheses.
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4.3.1 Method

The amount of visual delay present in the Helper’s view of the workspazga{\Delay) along
with the amount of conversational grounding that was required to descripiedhs in the

environment (Linguistic Complexity) were factors in this experiment

4.3.1.1 Independent variables

Visual Delay{60-3300ms]: Visual delay times were chosen from a distribution that pcbaide
finer level of granularity at the shorter delays since prior libeeasuggested that task
performance might be more sensitive to times in that range. The timegererated according
to the following recursive distribution:

) T, =60
n) =
T, =T,, &%

These times were then grouped into three bins for the sake of balpadiegant assignment
across three different ranges of delay. Thesdelay was in the range of [60-230mgedium
delay was in the range of [230-850ms], &tigh delay was in the range of [850-3300ms].
Participants were selected to receive two levels from eachrl these times were crossed with
the levels of linguistic complexity.

Linguistic ComplexitfPrimary vs. Plaid): The linguistic complexity of the task was manigdila
by providing the pairs with two types of pieces. The pieces were aittieally simple, easily
described primary colors (e.g., red, yellow, orange, etc.), or they were omopéex tartan plaids
that required the negotiation of a haming convention. While the primansceée likely to be
part of a shared lexicon, and therefore required little grounding to narobjduts, the plaid
pieces were not, and required the pairs to negotiate the terms use@semeghre various pieces.

Figure 4-1 presents examples of the task objects.

191t is important to keep in mind that while we diss bins here, the variable represents an ess$gntial
continuougrange. The bins were only temporarily used in ptdessign each pair to a number of delays
that fell somewhere in the low, middle and highsatithe distribution. This was done to balancephies
across the times and not to conflate any giverspaiith the range of times they received. It shalsb be

noted that the number of samples in each of thgemmwere equivalent across the three ranges.
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Figure 4-1. Primary pieces (left) and Plaid pieces (right).

4.3.1.2 Participants and procedure

Participants consisted of 27 pairs recruited from the Pittsburgh, Peamisyhrea. They were
randomly assigned to the role of Helper or Worker, and the pairs werneddlby gendeiisual
Delay[60-3300ms] andlinguistic Complexity{Primary, Plaid) were manipulated within each
pair. Each pair participated in a total of six experimental conditiores thifferent Visual Delay
times for each level of Linguistic Complexity, counter-balanced. Palived four puzzles within
each experimental condition. This resulted in a total of 24 puzzles tratwmpleted in

approximately one hour.

4.3.1.3 Measures

Task performance measurd$e pairs were instructed to complete the puzzles as quickly and
accurately as possible. Time to complete the puzzle was therpmnmeasure of task performance.
Nearly all puzzles were solved correctly, so error rates wers ades$ul indicator of

performance.

Conversational excerpt3o detail the processes the pairs used at varying rates of vismg| del
the interactions were transcribed and representative examplegseatpd to demonstrate

qualitative evidence of the communication patterns witnessed.

4.3.1.4 Statistical methods and analyses

A statistical technigue known as Multivariate Adaptive Regresgitinegs (MARS) (Friedman,
1991) was used to model the influence of visual delay on collaborative panicen his

technique describes the effect of the independent variables (eiga] Wielay or Lexical
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Complexity) on the dependent variable (task completion time) as an agatiseguence of
piecewise linear regressions. The algorithm finds optimal breakpdigtexamining points
within the range of the independent variable where slope changes arekeigsbloccur. The
data are then modeled by constructing a series of dummy variablelfoivdfbaslope changes at

the thresholds set by the breakpoints.

The equationgg4.1) and the illustration in Figure 4-2 present a simplified example=of th
piecewise linear regression approach (adapted from Gujarati, 1995exXEmple uses a single
independent variableX] regressed on a single dependent variafjldt(assumes knowledge of
the value for the breakpoinXt) (which will be learned using the MARS method) and uses the
dummy variable@) technique to allow for two different slopes on alternate sides of the
breakpoint.

Formally, assume the following function:
(€q4.1) Y =B, +BX; +B,(X; = X*)D; +u,

where

Y, = DependenVariable
X, = IndependenVariable
X* =Threshold

1if X, > X*
D=1 .

0if X, < X*

Note that wheiD = 0, the third term falls out of the equation, leaving only the slope cieeit]
[ However, wherD = 1, the third term remains in the equation and represents the additional

influence that occurs at levelsXfgreater thaiX*. This is presented graphically in Figure 4-2.

| refer here to breakpoints which are also knowthe literature as “knots,” particularly in the reo

general class of models known as spline functioas piecewise polynomials of ordier.
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X* X

Figure 4-2. Demonstration of the line segments and their slopeefficients using a piecewise

linear regression with a learned breakpoint at pointX*.

The resulting coefficients fgt; andf, can be examined to ascertain the slopes of the segments.
Thep, coefficient provides the slope of the first segment, and jfiloeefficient is significant,

+ f, determines the slope of the second segment. Applying this techaitheeguzzle study data,
these slopes can explain, for example, how much delay can be tolerated lmfpre gr
performance begins to suffer or describe the rates at which coligbgratformance is impacted

over a particular range of delays.

The use of this technique to uncover where the visual delays lead tonzerée breakdowns
requires a method for learning the breakpoiKty.(This study uses the MARS method, a two-
stage process for learning optimal cut points. The first stage beigina ferward selection
process that adds functions (i.e., variables capturing the breakpoitite)rhodel. As more
functions are added, the model begins to account for non-linear trends in thEhaéatycle
continues until a pre-defined number of functions have been added. At this poirgptitaral
enters a second stage where it prunes the functions until it achieveianaaptradeoff
between the number of functions and the goodness of fit. The Generalized Crdasorali
(GCV) measure is used as the model measure of goodness of fit (bridesdribed in Craven &
Wahba, 1979; modified by Friedman, 1991). The GCV measure strikes a balanenbetviel
complexity and quality of fit in a fashion similar to that of the Akaikeinfation Criterion

(AIC) commonly used in parametric regression models (Akaike, 1978).
In the models presented in this paper, the algorithm was permitted to cbapttad 00

functions for inclusion. Each model was evaluated using a 10-fold cross iealitiathnique.

That is, each model was created over 10 trials, with each trial using 96&od#ta to train, and
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the remaining 10% to test the model’s performance. Performance iszgutibased on the best

fit as assessed by the GCV error measure.

4.3.2 Results

The first stage of the analysis used the MARS method to discover thalopdrtitioning of the
continuous Visual Delay factor. Two major breakpoints were found aysief 939ms and
1798ms (the circles seen in Figure 4-3). These results were thbtougmstruct an appropriate
random effects piecewise linear regression model wikésedl Delay, [Visual Delay — 939njs
[Visual Delay — 1798nhsLinguistic Complexity Primary, Plaid), Block (1-6), and Trial (-4)
were repeated factors. All 2- and 3-way interactions were included an#tigsis for each Visual
Delay segment. Because each pair participated in 24 trials, obseswatibin a pair were not
independent of one another and were modeled as a random effect. Thetlebhohieved a
good fit to the dataXdj-F = .532;GCV-R = .497;p < .001).

4.3.2.1 Task performance

Linguistic ComplexityConsistent withH2, the manipulation of linguistic complexity had a large
impact on the speed with which the pairs could solve the puzzles. Overahjthevere
consistently faster in the trials in which the puzzle pieces wei@sShbhn when they were Plaids
(38.0sec vs. 61.7s€e€ 610)= 270.6,p < .001).

Visual Delay Consistent withH1, the more quickly the visual feedback was provided, the faster
the pairs were able to complete the puzzles. However, this remitiat consistent across the
entire range of delays. Similarly, the results addredsBhgere only found for delays greater
than 1798ms.

For delays between 60ms and 939ms, we found no evidence to indicate any impacedf delay
visual feedback on task performange=(0.48,SE= (2.87),F(1,610)= .028,p = .87). As can be
seen in Figure 4-3, the slope for this segment is relatively flat.dmahge of delay there was no
impact for either th@rimary or Plaid pieces. In other words, there was no evidence]\gisaal
Delay] x Linguistic Complexitynteraction E 610)= .71,p = .40).

However, for delay rates between 939ms and 1798ms there is a significacttompask

performancel s10)= 13.57,p < .001). This can be seen in Figure 4-3, where the slope for this

segment is rather steep. In this range, every 100ms increase in viayalloeed the pair’s
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completion time by an additional 2.3 seconds (holding constant at the metlhreaNariables in
the model). The impact of delay was equally important for botRtimeary andPlaid pieces, as
evidenced by the fact that there was no statistical evidencé&/efum[ Delay — 939nmjs<

Linguistic Complexitynteraction E 610)= 1.74,p = .19).
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Figure 4-3. Effect of Visual Delay on Task Completion Time. Main effeajraph of piecewise
linear regression fit line (solid) with learned breakpoints (aicles) and corresponding 95%

confidence intervals (dashed).

Delay rates greater than 1798ms also demonstrated a significant ampiask performance
(Fa610= 15.28,p < .001). While Figure 4-3 illustrates the mean increase acrossdhevsls of
linguistic complexity, there was a significaMigual Delay — 1798ms Linguistic Complexity
interaction E( 610)= 10.46,p = .001). In support dfl4, decomposition of this interaction reveals
that the slope for the Plaid pieces remains strong and positive, ahiteefPrimary pieces it is
flat to slightly negative. In the higher range of delays, the impact of tag dppeared to
additionally affect the Plaid puzzles. This suggests that when thes dedag greater than
1798ms, it appeared to impact the conversational grounding processescrénjtatk about the
plaid pieces, while having little additional impact on the primary colpreces which were
already a part of the pairs’ shared lexicon. The following qualgatescriptions of the pairs’
performance detail these differences.

4.3.2.2 Conversational excerpts

Figure 4-4 presents an example of the types of problems that arose for bwttyRmd Plaid
puzzles when the delay was in the range of [939-1798ms]. In this range, the painstdeted a
number of coordination errors that signified misaligned awareness of onergtibk state. In

this example, the Helper describes a piece and where to put it (line 1)vétothe delayed
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visual feedback causes him to reiterate his directive (line g i@ assumes his partner did not
hear or did not understand. However, when the Worker hears this, her patzzkdrstady
indicates the correct move (line 3), and therefore she interpsatsiteration as a clarification
and incorrectly adjusts the piece to the lower left of the workspaeed(). The Helper then sees
the delayed view, believes everything is fine, and confirms the platdlne 5). Unfortunately,
the Worker believes this confirmation refers to her new placemieottisthereafter, the Helper
sees the incorrect move and they begin a repair sequence. This exampietdgtes how the
delay led to misaligned views of the task state, ultimately resuttingardination problems that
harmed task performance.

Worker  Helper Speaker Speech / [Actions]
View View
m m Helper Now take that one right to the left of it and

put it in the bottom left hand corner

m m Worker [Correctly moves piece to bottom left of
previous piece]

m m Helper Move it to the bottom left corner

m m Worker [Incorrectly re-positions piece to the
bottom left of the workspace]

m m Helper OK, now...

Helper ...no, no, no
| | P

Figure 4-4. Excerpt demonstrating a coordination error resulting fom a lack of shared
situation awareness (at a delay of approximately 1100ms).

In the highest range of delays [1798ms — 3300ms], the differences betweebetenwes
readily apparent, and the pairs demonstrate a strategic shift whieestgxhibit fewer behaviors
that rely on tight integration between speech and visual informatioheséé thigher levels of
delay, the pairs tended to try to complete the puzzles simply using spokeadang@his was
evidenced by the relative lack of use of deictic pronouns such as “tHarah&his.” Instead,
the pairs relied on lengthier verbal descriptions to describe the ®bjattheir arrangement.

However, this posed a greater problem for Plaids than it did for the Priezgs. When
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describing the solid pieces, where names were a part of their #vdoaah, pairs could quickly
describe the colors and where to place them while using verbal ackigewlents to keep on
track, reserving use of the visual information for delayed confirmatidnitadask had been
performed correctly (see Figure 4-5). However, when negotiation of thesrwriree pieces was
required, as was the case with the Plaids, the inefficiencies lirighéstic medium became

much more evident. As can be seen in Figure 4-6, the Helper and Worker both became muc
more active in negotiating their descriptions. However, when the visukdreg was needed for
disambiguation or confirmation, they had to wait to receive the informatios shift in strategy
likely led to the additional impact of delay on task performance for thdsRiser the Primary

colors in the high range of delays.

Primary Pieces

H: then there's like a-a red

W: okay

H: make it touch the corner

W: okay

H: then there's another red but it's more rosy...

W: rosy, okay

H: make it touch the red one on the left hand side...

Figure 4-5. Excerpt demonstrating grounding difficulties in tre Plaids pieces at a delay of

approximately 2700ms.

Plaid Pieces

H: um horizontal white stripe...

W: any blue?

H: and two and two...and two like hor- vertical gray stripes
W: horizontal white stripe with two vertical gray stripes?
H: yeah

W: this one?

[pause 2.5 sec]

H: uh...no...

W: oh...

H: it's horizontal white stripe and two vertical stripes...
H: yeah that one

Figure 4-6. Excerpt demonstrating grounding with the easier Rmary pieces at a delay of

approximately 2700ms.
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4.4 Study 3: The impact of task dynamics and visual delay

While the results in Study 2 are consistent with the findings inaHigiework presented in
Chapter 3 (Gergle et al., 2004b; Kraut et al., 2002b) they do not negeakgnilwith the timings
presented by Gutwin and colleagues (Gutwin, 2001a; Gutwin et al., 2004). The workay Gut
and colleagues found that collaboration difficulties occurred at delays &f shocter duration.
For example, they began to find increased errors in some conditions with dglshort as
200ms, and at 400ms they tended to find a significant impact of visual delak aodadination.
However, one must keep in mind that the types of tasks investigatedearsthdies tended to
focus less on the language generated around a shared visual environmenteam tmetask
awareness afforded by the displays for tightly-coupled motor-basedratgrd activities. This
study aims to clarify this seeming inconsistency by examining how the dyndmthestask
objects interact with the visual delay to impact the coordinatiomamems required for
successful collaborative performance. It also demonstrates how theidymdnhe task interact

with the amount of visual delay that can be tolerated before impactihgeaesrmance.

4.4.1 Method

The amount of visual delay present in the Helper's view of the workspasea{\D)elay) and the
dynamics of the task objects by providing puzzle pieces that changed cdifisrant rates

(Object Dynamics) were manipulated.

4.4.1.1 Independent variables

Visual Delay[100-3119ms]: This factor used a similar distribution as the one de$anilstudy
2. However, the initial delay was set at 100ms and the times were gdresrebeding to the

(o) T, =100
n) =
Tn = Tn—l |}.05

following distribution:

These times were temporarily slotted into three sub-ranges fgnamsit.Low delay was the
range of [100-306msMediumdelay was [319-977ms], attigh delay was [1020-3119ms].
Participants were selected to receive two levels from eacanal these were crossed with
similarly binned levels of the Object Dynamics.

Object Dynamic¢Moderate, Fast, and Very Fast): The dynamic complexity of the taskobjec
was manipulated by allowing the colors of the blocks to cycle. Each piecesdhigsgolor,
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smoothly moving through the color palette. At Mederatecycle rate, the pieces experienced a
major perceivable color change (e.g., from “red” to “orange”, or “blueptogle”)

approximately every 6-8 seconds. It took roughly one second of continuous observatiizeto no
whether any given piece was changing. InRhstcycle rate, the pieces achieved a major
perceivable color change approximately every 2-3 seconds. While\&emh&astcycle rate, the
pieces rapidly changed color at a rate of approximately one perceivaige every second or
less. It should be noted that these values fluctuate somewhat due to thatfpebple do not
perceive change equally across the color spectrum.

4.4.1.2 Participants and procedure

Participants consisted of 27 pairs recruited from the PittsburghTdreawere randomly
assigned to play the role of Helper or Worker and the pairs were bdlapgendeVisual
Delay[60-3300ms] an®bject Dynamicg¢Moderate, Fast, Very Fast) were manipulated within
each pair. Each pair participated in a total of nine experimental morsdibat varied across a
range of delays crossed with a range of object cycle rates. Pairs snlvgadizles within each
experimental condition. This resulted in a total of 36 puzzles that wedetechin

approximately an hour and a half.

4.4,1.3 Measures

This study used the same measures of task performance as in Study&janahoosing task

completion time over errors, since the number of final errors was very low

4.4.1.4 Statistical methods and analyses
The analyses in this study are the same as those described in Stutiyohendikception. We ran
separate models for each level of the Object Dynamics (ModerateaRd Very Fast) in order

to discover the optimal breakpoints for each object cycle rate.

4.4.2 Results

For ease of exposition, the results focus on a description of the overallfitgdwkakpoints,
and the slopes of the initial two segméht$his clearly demonstrates how the dynamics of the
environment shift the range of tolerable delays when a more dynamic engirbisin play (as
previewed in Figure 4-7).

12 Detailed results from the piecewise linear regogsmodels are included in Appendix F.
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The Relationship Between Color Change Rate
and Visual Delay on Task Completion Time
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Figure 4-7. This illustration presents a stylized view of the datat khows the initial
breakpoints (circles) across a range of color dynamics. Lines up the breakpoints are
slopes not significantly different from zero, and the subseque trajectories represent slope
changes. From top-to-bottom the lines represent the three spseat which the colors
changed: Very Fast, Fast, Moderate (Study 3), and Static (Study.2)

4.4.2.1 Model of the moderate change rate

The model of théModeratechange rate revealed two optimal breakpoints in delay at 431ms and
558ms. These results were then used in a random effects piecewiseelinession model where
[Visual Delay, [Visual Delay — 431njs[Visual Delay — 558nmsBlock (1-9), and Trial (-4)

were repeated factors. We included all 2- and 3-way interactidhe enalysis. Because each

pair participated in 36 trials, observations within a pair were not indepesideme another and
were modeled as a random effect. The model achieved a good fit to thAdja®a< .522:GCV-

R = .498:;p < .001).

Examination of the impact of visual delay in tlederatecondition revealed no influence on
task performance when the delay was below 43Bms-2.16(13.9)F 265 = .024,p = .88). In
other words, the slope for the range of delays between 100ms and 431ms waslg$lstntial
Note, however, that the dynamics of task objects did substantially istioeteange of tolerable
delays in comparison to those found in Study 2, when the pieces were non-changingaslid ¢
(see Figure 4-7).
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However, when the delay reached 431ms there was a significant impadt parfasmance
(Fa.265= 8.26,p = .004). At this point, there was evidence of a drastic impact of thal\dslay
on task performance, with every 100ms increase in visual delay incrdasipgits’ completion

time by approximately 14 seconds.

4.4.2.2 Model of the fast change rate

For the Fast paced changing objects the optimal breakpoints were fourat ttOiens and
1783ms. We used the previous model with the following changesidl Delay, [Visual Delay
— 191m} [Visual Delay — 1783msThe model fit the data welA@j-R = .528:GCV-R = .442;p
<.001).

An examination of the influence of visual delay atfastlevel showed that the range of
tolerable delays was greatly reduced in comparison tMtueratechange rate (see Figure 4-7).
When the delay was under 191ms, there was no evidence of an influencey aindizisk
performance/ = -68.4(60.6)F .7sy= 1.288,p = .26). Once again, the slope for this initial

segment was essentially flat.

Once the delay reached 191ms, the trend towards an impact on task perfappezsed in the
hypothesized directior~; 7= 2.22,p = .14). However, while the plots appear to indicate an
upward swing consistent with the other models, indicating an impact of delaykon tas
performance, the slope of this shift was not significant, as it wastimeadither models. This may
be due in part to an increase in the amount of noise in the data given thsimgcceaplexity of
the task.

4.4.2.3 Model of the very fast change rate

For theVery Fastpaced changing objects the optimal breakpoints were found to be at 154ms and
450ms. The above model was used with the following changissidl Delay, [Visual Delay —

154m§$, [Visual Delay — 450nmsThe model achieved a reasonable fit to the dedi e = .443;

GCV-R = .367;p < .001).

Here, the range of tolerable delays was smaller than that aitbercondition (see Figure 4-7).
For delays under 154ms, the slope was again flat and there was no evidendimpathef
delay on task performancg £ -341.2(215.9)F 1 2s4y= 2.50,p = .12). This suggests that there
was no impact of the delay on performance in the range between 100 and 154ms.
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However, once the delay reached 154ms, there appeared to be a marginalnngsict o
performancel »s4= 3.20,p = .08). At this point, there was evidence of a drastic impact of the

visual delay on task performance.

4.5 Discussion

These studies demonstrate the application of a statistical methadldlet the examination of
collaborative task performance over a continuous range of visuakd&lasig method provides
detailed insight into the range of delays within which collaborative ta$tirpence is not
affected, as well as uncovers the points at which performance beginskadwnea In addition,
examination of the corresponding slope coefficients provides an indicatiba adlative impact
of additional delays on performance. This method allows us to extend the $irdiegrlier work
that examined discrete levels of delay but could not pinpoint the presesatwhich
collaborative performance broke down in the presence of delayed visualatifin (e.g., see
Gergle et al., 2004b; Gutwin, 2001a; Gutwin et al., 2004; Kraut et al., 2002b).

Study 2, using static primary colored task objects, found that the amoustialfdelay had no
impact on task performance when it was less than 939ms. However, in thdetnvgen 939 and
1798ms the delay impacted the Primary and Plaid puzzles equally. The ctonalsanscripts
suggest that these deficits in performance may be due in part to tHeafabe coordination
processes supported by shared situation awareness are disrupted. For, ¢lraraplkty of the
Helper to successfully plan an utterance based on an assessment aktitestate of the puzzle,
appears to be disrupted. This is dramatically demonstrated when theatiéor leads to
misalignments in a pair's model of the current state of the shared tasagahown in Figure
4-4). Such misalignments, or inaccurate mental representations of taskateseverely impact
coordination on the part of the pairs.

At delays greater than 1798ms, the impact of the delay seemed to shift ¢osadional
grounding processes. This was evidenced by the fact thatitua[ Delay — 1798x Linguistic
Complexityinteraction was significant, and that there remained an incresisipg for the Plaid
pieces while the slope for the Primary pieces leveled off. Simoildne findings presented in
Chapter 3, the transcripts revealed that this may be due to the tabetpairs simply resorted
to using linguistic terms to describe the primary objects and thegmlent and only used the

visual information for delayed confirmation. However, when attempting tthissstrategy to
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describe the Plaid pieces, the pairs suffered a much greater genalby being able to use the
efficiencies of the visual space to support grounding on the object testead, they had to use
rather inefficient linguistic descriptions in an attempt to groundeong that represented the
Plaid pieces. In this case, the pairs relied much more on the visual infortegplay a role in

disambiguation and comprehension monitoring.

In Study 3, as can be seen in Figure 4-7, and in suppbii ahdH6, when the dynamics of the
task objects increased, the visual delay began to have an impact at miehtisherintervals.
This was demonstrated by the tendency of the first breakpoints to movetoltsi100ms lower
bound. Together, these results provide evidence that the dynamics of tbkjéask and
environment have a major impact on the range of delay that can be toleratedcb#aborative
task performance begins to suffer. In the moderately dynamic environmenirghegodd
accommodate up to a 431ms delay. However, as the dynamics of the tasichpgrthe fast rate,
the pairs appeared to suffer performance deficits once the delaydd&des, and at the very
fast dynamic rate the pairs could only tolerate delays up to 154ms befongettieimance

degraded.

The range of tolerable delays found in Study 3 appear to be much more irttinlbosi
described in Gutwin’s work (Gutwin, 2001a; Gutwin et al., 2004). This ilylikee, in part, to
the nature of Gutwin’s tasks. As previously described, the tasks usedwiitki were primarily
motor or physical tasks with a strong coordination component. In theoretitel, tthese tasks
require a precise knowledge of the current state of the task intordersuccessfully performed.
Therefore, it is likely that the disruption caused by the latency pririamiacts the pairs’ ability
to maintain an accurate model of the shared state of the task, sinflanvtay the dynamic task
objects impact performance in Study 3. However, the Gutwin tasks rétjlérese of language,
and as such, the impact that delay has on conversational grounding is not seen.

Together, these results suggest it is not as simple as pickimgjersumber to serve as a hard
threshold for dictating whether or not a given delay is tolerable falmihtive task performance.
Instead, a detailed task-analysis needs to be performed in order tskgtabbollaborative
requirements of the task.
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4.6 Conclusion

This chapter examined the effect that delayed visual feedbaaknheollaborative task
performance. The results demonstrate that a number of factors come inthptagssessing a
tolerance for visual delay. An understanding of the complexity and dynamtus taisk
environment, of the degree to which the collaborative pairs rely on siiuatiareness to perform
their tasks, and of the amount of visual and domain context they share kayesat determining
how well a given technology may serve a particular group.

Up to this point, two theories of collaborative behavior have been used o iofw
understanding of the ways in which shared visual information supiiabarative performance.
However, each of these theories claims that the advantages of skaetdwormation come
about for different reasons. The next chapter takes a more detaileat kbektheoretical
coordination mechanisms that play a role in successful collaboratisgibetand how various
parameterizations of shared visual information independently inmpesz toordination

mechanisms.
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Chapter 5

Shared Visual Information for Grounding and Awareness

As demonstrated in the prior chapters, when pairs work together on a ptasiddle ability to
see a common workspace facilitates communication and ultimatelyiteeheir performance.
However, when mediating such activities, the choice of technology cefdna the visual
information in ways that impact critical coordination processeis. ditapter explores two
coordination processes that are impacted by visual informatiaatieit awareness and
conversational grounding. While these coordination mechanisms are id@lyrdistinct, they

are often confounded in empirical research.

The following presents three studies that demonstrate how shared vietrakitibn supports
collaboration through the independent mechanisms of situation awaagdessnversational
grounding. In addition, the studies address how particular featuresiaf wiformation interact
with features of the task to influence situation awareness and cdinmaisgrounding. Study 4
replicates the findings in previous chapters and clarifies how imreedsatal feedback
facilitates collaboration by improving both situation awareness and cotiveasgrounding. In
Study 5, misaligning the perspective through which the Worker and Helpeessertharea
disrupts the ability of visual feedback to support conversational grounding lsituadion
awareness. The results demonstrate that visual information suygoctentral mechanism of
conversational grounding. Study 6 impedes the ability of visual feedback trssipyation

awareness by reducing the size of the common viewing area.
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5.1 Introduction

Previous chapters have described a decompositional framework fortandarg the ways in
which visual information affects collaboration. This work sugegshat the degree to which
visual information will improve performance in any particular sitratiepends both on
technological choiceandthe task the group is performingechnological choices influence the
amount and quality of visual information exchanged. For example, instructordeplmiter
guidance on a robot construction task when using a scene-oriented cameraidéttangle
view of the work area than when using a head-mounted camera that shovesva aymamic
view of the work area (Fussell et al., 2003a). Task features #isenice whether visual
information improves performance (Whittaker et al., 1993). For pl@misual feedback helps
collaborators more when they are working with objects that are diffwdkscribe than when
they are working with objects that are easy to describe (Gergle 2004b; Kraut et al., 2002b).
This work, and others like it (Clark & Krych, 2004; Velichkovsky, 1995), demomestthe need
for a more nuanced theoretical understanding of the precise functions sexisithlby
information in collaboration (for further discussions see WhittakéX3 20/hittaker & O'Conaill,
1997).

Our framework is based on two psychological theories that help explainlehaf visual
information in collaborative work. Firsgituation Awareness Theofigndsley, 1995; Endsley &
Garland, 2000) holds that visual information helps pairs assess the staiterof the task and
plan future actions. For example, a teacher watching over a studentdeshuight intervene to
provide timely instructions because she can see from the calculdi@dnke student has not
mastered necessary algebraic equati@nsunding TheoryClark, 1996; Clark & Marshall,
1981; Clark & Wilkes-Gibbs, 1986) maintains that visual information can sufho
conversation surrounding a joint activity by providing evidence of common groundtaal
understanding. For example, a teacher may clarify her instruction afteg Heeistudent’s
calculations because she can see that the student had misunderstooshg@netbaid. Together
these theories predict that when groups have access to the corrddhfasotion they are
better able to coordinate their work because they can monitor teeftthe task, deliver
instructions and clarifications in a more timely fashion, and refer t@tslged actions more
efficiently.

However, while visual information is thought to influence both situation evess and

conversational grounding, most empirical research has failed to distingaise conceptually
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distinct coordination mechanisms. The distinction is important for demgi@gcurate theoretical
models of the role of visual information in collaborative work and for buildirsgems that

provide the right type of visual information for the task at hand.

A major goal of this chapter is to provide empirical evidence tlsatavinformation can improve
collaboration through thegeo distinct routesA secondary goal is to answer the pragmatic
guestion regarding how particular features of visual information intesit features of the task

to influence situation awareness and conversational grounding.

This chapter begins by further detailing the theoretical foundatiathiowork, and describing
the necessity of visual information for supporting both situation awaremesconversational
grounding. Three studies using the puzzle task paradigm attempt to disetitangtEpendent
effects of situation awareness and conversational grounding. Study 4 masifhdatemediacy
of the visual information and shows that immediate visual feedbaditefes collaboration by
improving both situation awareness and conversational grounding. Study 5 disrghititthef
visual feedback to support conversational grounding, but not situation aggrbpenisaligning
the perspective through which the Worker and Helper see the work aesaeslitts demonstrate
that conversational grounding is a central mechanism supported by visualatibor. Finally,
Study 6 impedes the ability of visual feedback to support situation asarenaelectively
reducing the size of the common viewing area. The findings suggesistiiialtinformation
independently supports both situation awareness and conversational groundictgadtlee
concludes with a general discussion of the results and their implictdiaihgory development

and system design.

5.2 The role of visual information in supporting collaboration

In this section we present a brief overview of Situation Awarenessry (Endsley, 1995) and
Grounding Theory (Clark & Marshall, 1981; Clark & Wilkes-Gibbs, 1986), focusin®mvays

that visual information improves collaborative performance visetheschanisms.

5.2.1 Situation awareness

According to Situation Awareness Theory, visual information improvealmmitive
performance by giving actors an accurate view of the task state andleash activities. This
awareness allows the accurate planning of future actiyiiedsley, 1995). However, as long as

the visual information allows them to form an accurate view of thecusituation and
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appropriately plan future actions, it does not need to be identical fooaf gnembers in order
to support situation awareness (Bolstad & Endsley, 1999). For example, ey fijots can
converge on and shoot down another aircraft, even if one of them uses thanasobsight and
the other uses radar to “see” the target. However, if the differingagissfdad them to form
different situational representations, then their performance Ig tiksuffer. For example, if
visual sighting allows one pilot to distinguish between friendly and eémcnaft, but the radar
fails to support this discrimination for the other pilot, then the tglotéirs are unlikely to
successfully coordinate their attack purely on the basis of thei@it@avareness provided by
visual information (Snook, 2000).

5.2.2 Conversational grounding

According to Grounding Theory, visual information can improve coordination by suppthing
verbal communication surrounding a collaborative activity. Grounding The&sssghat
successful communication relies on a foundation of mutual knowledge or common ground.
Speakers form utterances based on their expectation of whanarlistéikely to know and then
monitor that the utterance was understood, while listeners have a regjpypmsidemonstrate
their level of understanding (Clark & Marshall, 1981; Clark & WsH@&ibbs, 1986).

Conversational grounding is theocessof establishing common ground.

Throughout a conversation, participants are continually assessing whatantiwpants know
and using this knowledge to help formulate subsequent contributions (Clarkstadlla1981;
Clark & Wilkes-Gibbs, 1986). Clark & Marshall (1981) propose three magborfs that allow
speakers to anticipate what a partner kn@esmimunity co-membershipguistic co-presence
andphysical co-presenc8ecause of community co-membership, members of a professional
group, for example, can use technical jargon with each other that they coukkmaith
outsiders. Because of linguistic co-presence, one party in a conversatiafietanse a pronoun
to refer to a person previously mentioned in the conversation. Because oapbygicesence,
one person can point to an object in their shared physical environment and refising the
deictic pronoun “that” if she believes the other can also see the ahgbier gesture.

Shared visual information helps communicators to establish common ground tolyrayov
evidence from which to infer another’s level of understanding. Thiteage can be
demonstrated deliberately (e.g., as in a pointing gesture) or as afsad@eproper performance
of the desired action, provided both parties are aware of what one another. ddhexee
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responding to an instruction, performing the correct action without any \@amimahunication
indicates understanding, while performing the wrong action or failing taaactignal

misunderstanding.

Visual information can support conversational grounding at two distimsgshof the
communication process: tipganning stageind theacceptance stagiélark & Schaefer, 1989).
During theplanningphase, in which speakers formulate their utterances (Levelt, 1989l vis
information provides cues to that which a listener is likely to undetstarthe puzzle paradigm,
Helpers need to refer to puzzle pieces so that Workers can identifyedsly. If Helpers can see
the work area and are aware that the Worker can also see it, they ¢he maitually available
visual information to help describe the piece. For example, when describliaig aiece they

can use efficient expressions such as, “the one on the left” rathdettwihier descriptions of the
patterns contained within a particular piece. Similarly, they edaae verbal ambiguity by using
the phrase, “the dark red one,” when they can see that both dark and ligleicesdapie visible to
the Worker.

During theacceptancephase, speakers and hearers mutually establish that they have understood
the utterance well enough for current purposes (Clark & Wilkes-Gibbs, 1886 puzzle

paradigm, Helpers can use visual feedback from the Worker’s paricenio monitor whether

the Worker has understood the instructions. This visual feedbadlcieréfbecause with it the
Worker does not need to explicitly state his or her understanding (s®eafaple, Doherty-
Sneddoret al, 1997; Gergle et al., 2004a). It is also less ambiguous than verbal feedback,
because listeners may not know they have misunderstood an utterancen@lKrych (Clark &
Krych, 2004) demonstrated that when shared visual information was avigilaipgespent
approximately 15% less time checking for comprehension (see also D8hedgon et al.,

1997).

In most real-world settings, visual feedback provides evidence of botitient state of a task
and a listener’s degree of comprehension. As a result it is ofterutfitbempirically distinguish
the routes through which visual information improves collaborativepegnce. The
experiments reported below are designed to empirically demonstratéstradtinformation
improves performance on collaborative tasks by supporting both situatioerasa and

conversational grounding.
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5.2.3 The impact of technological mediation on the availability of
visual information

Although visual information in general can improve collaborative taskpeance by improving
situation awareness and conversational grounding, the benefit it providesparacylar
situation will likely depend on the technology used and the characteristlus abllaborative
task. For designers and engineers creating technologies to providenigtrahtion through
telecommunications, the goal is to make a collaborative environment a& simpossible to the
gold standard of physical collocation. In attempting to reach this goal, howlesy must trade
off features that shape the usefulness of the visual information, stietdeof view and who
controls it, delays, alignment of perspective, degree of spatial resplirame rate, and level of
synchronization with a voice stream. These different features of thewaoication media change
the costs of grounding and situation awareness (Clark & Brennan, 1991; Kahpupe02a).
How do we know which of these features need to be reproduced in order to provideetite be

of a collocated environment?

The puzzle study paradigm provides a method for decomposing the visualcspatter
understand the impact of various features of the visual information on cotlabgerformance.
The experiments reported here examine the impact of particular reatliael such as delay,
perspective, field of view and view control, in addition to distinguishingdent the coordination

mechanisms of situation awareness and conversational grounding.

5.2.4 Overview of experiments

The following work presents a series of three experiments that are idteendisentangle the
effects of visual information on conversational grounding and situation mesaeAs shown in
Table 5-1, the three experiments manipulate different features astra environment. Study 4
manipulates the immediacy of the visual information, with the HelxEng the Workers’ work
area either immediately, after a delay, or not at all. The resaltoasistent with the hypothesis
that immediate visual feedback helps collaborative performance by imgrooth situation
awareness and conversational grounding. However, this manipulation doesingtigis
between these two mechanisms, because delay can disrupt both situatereasvand
grounding as seen in Chapter 3 and Chapter 4.
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Table 5-1. Overview of studies and manipulations presented in thchapter.

Study Features of Shared Visual Information ;I:-aSk
eature
Immediacy Perspective Field of  Field of View Lexical
Alignment View Control Complexity

Study 4:

Replication Study X X

Study 5:

Rotation Study X X X

Study 6: X X X

Field of View Study

Study 5 impedes the ability of visual feedback to support conversatianalding by

misaligning the perspective through which the Worker and Helper semtkerea. This
misalignment makes it difficult for pairs to describe the puzzlesgiand puzzle layout using a
common spatial vocabulary. If visual feedback improves collaboratiferpemce in this case, it

does so primarily through situation awareness.

Finally, Study 6 impedes the ability of visual feedback to supportisituatvareness by reducing
the size of the available common viewing area. As a result, therHapdlifficulty keeping track
of the puzzle layout as it is being constructed. This manipulation, howeesrndbgreatly
interfere with the pairs’ ability to develop a common vocabulary for iiyérg and describing

the pieces in the shared environment. If visual feedback improves caliedg@erformance
when the Helper can only see a small section of the field of view, it ddksosigh
conversational grounding, by supporting the pairs’ ability to easily refer weppieces. Study 6
also manipulates whether the Worker or Helper has manual contradhewsork area or whether
the field of view automatically tracks the Workers’ actions. Theigapbns of these

manipulations are detailed in the subsequent study descriptions.

5.3 Study 4: Replication study

Study 4 is a replication study used to take a closer look at the way stsr@dnformation
impacts both conversational grounding and situation awareness. Since thifosomation
improves both situation awareness and conversational grounding, pailavehoisual feedback
should perform better in the puzzle experiment, completing the puzzles more cannckihe
work in this section allows a more detailed qualitative examinatios ohjact on these

coordination mechanisms.
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Prior work demonstrated two facets of task objects that have antionptee collaborative
referring procedure. These afiscriminability, how easy it is to linguistically differentiate an
object from other available objects based on its visual featurespdadility, how easy it is to
initially describe or name an object (Hugetal, 1991). Visual information should have the most
benefit when codability is low. Without visual feedback, collaborators madanguage to
describe task objects. When discriminability is low, the refemxmerience will be less efficient
and more ambiguous, leading to problems in the initial planning of an utterance and to more
opportunities for misunderstanding. In this experiment, we manipulate thédl texdcal

complexity of the task objects by using either simple primary coloth#he high codability and
high discriminability, or by making the task objects tartan plaids, whéve low codability and

low discriminability.

At the technological level, this experiment examines how delays in tilaelaMg of the visual
feedback—of the sort introduced by video compression or network lags-kedyetdi undercut

its value. As seen in previous chapters, delay in visual updating retdacesue of shared visual
information. Collaborators in face-to-face settings use visualrirdtion to precisely time when

they will provide new information and to change speech in mid-sentenceansesto their

partner’'s gaze (Boyle et al., 1994) or behavior (Clark & Krych, 2004). The stadgried in

Chapter 4 varied the availability of the visual feedback on a continuogs beetween 60ms and
3300ms. Breakdowns in grounding and situation awareness tended to occur when thesdelay wa
greater than 950ms. This study used a delay of 3000ms, a number well above the previous

threshold found for disruptive collaborative performance and discourse.

Along with differences in task performance, we expect to see differantes ways that pairs
adapt their discourse structure to make use of the visual informatiadgnide complete the
task. If visual information benefits task performance through situatvanemess, Helpers who
can receive visual feedback should more quickly introduce instructionstep after a Worker
has completed a prior instruction. In addition, they should more readily idemtfg er
deviations from the optimal solution path and efficiently correct thed#gms.

If visual information benefits task performance by facilitating cosatgonal grounding,
participants should spend less time requesting and giving confirmatidheldiave understood
their partners’ utterances (Brennan, 1990, 2005; Clark & Krych, 2004; Fussk)l2000). In
addition to this, the principle of least collaborative effort (Cl&a Wilkes-Gibbs, 1986) suggests
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that pairs should change the structure of their discourse in order to expésabstiamount of
effort for the group as a whole (Kraut et al., 2002b). Therefore, both the slalpiVorkers

should be influenced by the presence of visual feedback, even though only the stadgers

The following hypotheses summarize this discussion:

H1: A collaborative pair will perform their task more quickly when thaye a shared

view of the work area.

H2: A collaborative pair will perform their task more slowly as tinguistic complexity
of the task increases.

H3: A shared view of the work area will have additional performance benéis the

linguistic complexity of the task objects increases.

H4: Delay in transmission of the shared visual information will wadhke value of a

shared view of the work area.

5.3.1 Method

Pairs of participants played the puzzle study described in Chapter 2 andmgomly assigned
to play the role of “Helper” or “Worker”. Each participant was seatedgaparate room in front
of a computer with a 21-inch monitor. They communicated over a high-qualitgdufoliéx audio

link with no delay.

5.3.1.1 Independent variables

This study manipulated whether the Helper viewed the same work area/dsritex, and if so,
how quickly the visual information was deliverdchinediacy of Visual Feedbgckexical
Complexitymanipulated the adequacy of lexical tokens to describe the puzzle pieces.

Immediacy of Visual Feedba@knmediatevs. Delayvs.Nong: In the immediate visual feedback
condition {mmediatg, the Helper’s view of the work area was identical to the Wits'keork

area, with no perceptual delay. In the delayed condiDataf), the Helper saw the Worker's
work area with a 3-second delay. In the no visual feedback conditamm( the Helper’s view

was black.
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Lexical ComplexitfPrimary vs. Plaid): The lexical complexity manipulation provided pairs with
different types of puzzle pieces. The colors of the pieces were leixieally simple, easy to
describe primary colors (e.g., red, yellow, orange, etc.), or they were oropbex visual

patterns (e.g., tartan plaids), that required the negotiation of a common namiegtan for the

pieces (i.e., they were not initially part of a shared lexicon) (segd-iy1).

5.3.1.2 Participants and procedure

Participants consisted of 12 pairs of Carnegie Mellon University grathrate students.
Participants received $10.00 for their participation. They were raydassaigned to the role of
Helper or Worker. The immediacy of the visual feedback and the visuglexity were
manipulated within the pairs, while the lexical complexity was a betwa#rfactor. Each pair
participated in six blocks of four trials. They completed a total of 22lesiin approximately

one hour.

5.3.1.3 Measures and statistical analysis

The pairs were instructed to complete the task as quickly as possilbéesk performance was the
time it took to properly complete the puzzle. Because the vast majbthg puzzles were solved
correctly and differences in error rates among conditions were mindocwe on completion

time as our primary measure of task performance.

The analysis is a mixed model analysis of variance in which Blbé (Trial (1-4) and
Immediacy of the Visual Feedbadimmediate Delayed None were repeated within-subject
factors, and Lexical Complexity?(imary or Plaid) was a between-pair factor. We included 2-
way and 3-way interactions in the analysis. Because each pair pagticip&4 trials (6
conditions by 4 trials per condition), observations within a pair were not indepearicetth

other. Pairs, nested within Lexical Complexity, were modeled as a rantkon ef

5.3.2 Results and discussion

5.3.2.1 Task performance

Immediacy of visual feedbadRonsistent witlH1, a shared view of the work area benefited

performance. The pairs were approximately 30% faster at completing thespwhen they were
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in the Immediate Shared Visual Space conditMn=(51.27sSE= 4.12) than in the No Shared
Visual Space conditiorM = 74.63sSE= 4.03),F 1, 266)= 47.43p < .0013, Consistent wittH4, a
3-second delay in updating the shared visual information considerably redubedsfits. The
Delayed Shared Visual Space condititvh= 69.04sSE= 4.12), was only 7% faster than the No
Shared Visual Space conditidfyy, 266= 2.71,p = .10.

Immediacy of Visual Feedback
by Lexical Complexity

—&— Plaid
6\100 B .
b Primary
K2)
o 804
£
|_
c 60 T T
© 1 L
©
= 40 - .
=
@]
O 204
0
Immediate Delayed None

Immediacy of Visual Feedback

Figure 5-1. Shared Visual Space by Lexical Complexity on task completi time (all figures
show LSMeans =1 SE)

Linguistic complexityConsistent withH2, linguistic complexity substantially increased
completion times. The pairs were approximately 30% faster in trialeevihe pieces were easy-
to-name primary colord\ = 53.95sSE= 5.04) than when they were more complex plaids:(
76.0s,SE= 5.04,F 1, 10= 9.62,p = .011).

Consistent witiH3, the visual information had the greatest benefit in the plaid condiiee
Figure 5-1), when puzzle pieces were linguistically complex and difficaéscribe. The

Immediacy of Visual Feedback x Linguistic Complexity interactionirtg@sthether the linear

13 Full statistical details for the models in thisapker can be found in Appendix F.
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effect of the immediacy of the visual feedback was greater fat places than for primary
colored pieces, was highly significaRi; 2¢6y= 66.40,p < .001. A detailed examination of this
interaction and effect sizes reveals that the pairs took much langemplete the task for plaids
than for primary colors in the No Shared Visual Space condfi@gss = 22.05p < .001,d = .58.
They also took longer to complete the task for plaids than for primariee Delayed Shared
Visual Space condition, however, the effect size was sutiedtg smaller,F(; 66= 7.26,p < .008,
d = .33. This difference all but disappeared in the Immediate Shased/\8pace conditioff,;,
266)= 0.64,p=.426,d = .10.

5.3.2.2 Communication processes

Previous work has detailed how discourse structure changes when shareitfaggnation is
available. Immediately available visual information about the vaoeh yields lower rates of
spoken discourse since communicators rely instead on more efficient ufeualdtion (Boyle et
al., 1994; Brennan, 1990, 2005; Clark & Krych, 2004; Daly-Jones et al., 1998; Fussell et al
2000; Kraut et al., 2002a). Visual information is also useful for suppaftfiment referring
expressions (Brennan & Lockridge, In preparation; Clark & Krych, 2004; Fets#l| 2000;
Kraut et al., 2002b). It also provides evidence of understanding (congaedajrounding) as
well as unambiguous information about the state of the task (situatioareesa). This was
shown in Chapter 3 by demonstrating that visual information is usedda pf verbal
acknowledgements of understanding—a vital part of the grounding process—as ingllace
of explicit verbal acknowledgement that a particular task had been cethpiairder to support
situation awareness (Gergle et al., 2004a, 2004b; Kraut et al., 2003eKed1996). The
following excerpts from the current study demonstrate many of these mecess

Immediate Visual Feedback, Plaid Pieces

H: the first one is gray, gray lines on the top and brown lines on the left
W: [moves correct piece]

H: put it on the right middle corner

H: yeah perfect

H: uh take it up slightly

H: and the second one is uh two blue vertical bands

H: a lot of light gray err light blue lines

W: [moves correct piece]

. H: take it half a block down

10. H: to... yeah.

©O®NDOE®NPRE

Figure 5-2. Immediate visual feedback and Plaid pieces.
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No Visual Feedback, Plaid Pieces

H: the last one is

H: the, it has two light blue ...ah... big stripes going up the sides with...
H: with a like vertical royal blue up the middle like

W: it just has...

H: the background is royal blue

W: does it just have one, one

H: just one royal blue up the middle

W: [moves correct piece]

W: | got it

10. H: and it has two hash marks going through the middle horizontally

11. W: yeah, | gotit

12. H: yeah, that goes directly to the left of the the, that last one I just told you
13. W: ok, done

©oNT AN E

Figure 5-3. No visual feedback and Plaid pieces.

Figure 5-2 provides a snippet of the interaction that takes place whpaithéave immediately
available shared visual information in the lexically complex, plaidiitiom. In line 1, the Helper
begins by generating a referential description of a puzzle piece. TheMdamonstrates her
understanding of the intended referent by moving a piece into the share(inge®). Contrast
this interaction with that shown in Figure 5-3, where there is no shaneal information
available to the pair. In this case, the Worker becomes much more iadiine negotiation of a
shared understanding (lines 4 and 6), and he provides explicit confirmatite tinaderstands
the intended referent by declaring, “I got it” (line 9 and again in 11)efheg these excerpts
demonstrate how the pairs use the shared visual information for effasnterformance and to

support the coordination mechanism of conversational grounding.

These same excerpts also demonstrate the use of visual information to sitpgbon
awareness. When visual information is available, the Helper useddtermine when one
subtask is completed and the next should be started. In Figure 5-2, once kire Mres the
correct piece into the shared display area, the Helper instantly pgdki@leext instruction
describing where to place the active piece. This same trend can be seex hges 6, 7, 8 and 9,
when the Helper describes the piece, the Worker places it in tlkeavea, and the Helper
immediately instructs the Worker on where to place it. In contrastoutithe visual feedback,
the Helper must rely upon the Worker’s explicit declaration that he halsdtha subtask, and
this determination may require negotiation before the Helper is convimaed subtask is done.
In Figure 5-3, with no shared visual space, the Worker explicitly declaaeti¢ had completed
the instruction (line 13). Note here that the linguistic evidence is mabp&gaous than the visual
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information. For example, the first “I got it” on line 9 could indicate that tloeké&f believed that
he had understood the Helper or that he literally had obtained the pieceelpbe ¢bntinues to
describe the piece, until the Worker follows up again and says, “Yeahit'l gotline 11. Only at

this point does the Helper describe where to place the piece.

These excerpts provide qualitative demonstrations of visual informaiiog tged to support
both conversational grounding and situation awareness. Either or both of #wsmisms could
account for the performance benefits found in this experiment and in mdlegsstlt is the goal of
the remaining experiments in this chapter to help understand the efésatiobdf these

coordination mechanisms in a more controlled fashion.

5.4 Study 5: Rotation study

Study 4 suggested that visual information could potentially serve peoagge roles in the
collaborative task. First, visual information supports situation avease allowing Helpers to
monitor and determine the state of the task and to instruct and intetag@@priate and useful
times during the process. Second, visual information supports conversatammaligg, helping
speakers to construct efficient referring expressions thatreepds likely to understand and then
monitor whether it was understood. Study 5 was designed to differentiate thevisual
information for situation awareness and grounding by manipulating the display guethéelper

and Worker no longer saw the visual information from the same perspeetvEi@sire 5-4).

In order for the visual information to be useful in providing support for groundiad{¢élper and
Worker must have similar views of the task and environment so thatahayse the same
language to describe it. In the puzzle task the support for grounding occurs ajontask
levels. The first is in the initial reference to the puzzle@iender consideration (e.g., “get the
red piece with a white cross in the upper left”) and the second is inlieg¢he spatial
positioning of the selected piece in the overall environment (e.g., “plalbeve the last one”).
These relative spatial references may use the speaker, therlistesmme object as the frame of
reference. This type of referent is easier, however, if the spaalidistener share a common
perspective. While research has not definitively established withatreris a preferred or default
reference frame or whether some reference frames are thasierthers in group settings (Levelt,
1982, 1989; Miller & Johnson-Laird, 1976; cf. Schober, 1993), it has been establighadftba

between frames of reference can harm group communication and performdrudee(St995).

78



In this study, the Helper’s display and target area were rotatbgpavere different from the
spatial orientation the Worker saw. After the rotation the Helpad Workers no longer had a
common reference point from which to describe object locations and disctiakfeptures of
the objects. The rotated views forced the pairs to negotiate the@dsbpatial perspective and
shift their reference frame (Schober, 1993, 1995). Whether they are usimkarspentric
reference frame or an object-centric frame, rotating the Helpensof the work area will cause
difficulties for the Helper and Worker to agree upon a description of sbthe objects and their
relative positions. For example, in the rotated condition, the Helper’'s us#estaption such as
“the white cross in the upper left,” may no longer accurately correspdhd Worker’'s view.
Similarly, in the rotated condition it is more difficult to use e#iti speaker-centric spatial
descriptions such as, “to the left.”

While rotation of the Helper's view is likely to degrade the Helper\&orker’s ability to ground
their conversation, it should not degrade the Helper’s ability to maintaatisit awareness.
Because we rotated the Helper's view of both the work area and thedeg they are
describing, she could still compare the work area to the target and asstker the Worker has
performed actions correctly or not. For example, the Helper could easilysashen the Worker
had placed a piece in the correslative positionand could still accurately gauge when the

Worker needed the next instruction. The hypotheses below summarizagoging:

H5: If visual information is primarily used for conversational grounding, then
collaborative pairs will perform their task more quickly when they shareagpat

perspective (i.e., when their view of the work area is aligned rather thandptate

H6: If visual information is primarily used for situation awareness, a sharedagpati

perspective will have little additional influence on task performance.

Study 5 also included an immediacy of visual feedback manipulation pasaheittof Study 4,
by providing continuous, immediate updates of the visual information or updefiypgvhen the
Worker sent “snapshots” of the current state. Although Study 5 was primesilgned to test the
impact of perspective shifts on the value of visual information and &reiifiate situation
awareness and conversational grounding, it was also designed to ed@igalypotheses from

Study 4. In addition to replicating the hypotheses examined in Study 4, we expectatl sever
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additional interactions between the alignment of the visual space, ianyeatfithe visual

feedback, and linguistic complexity.

Because rotating the Helpers’ view of the work area was likelyrta banversational grounding
by limiting their ability to use and monitor spatial descriptions, it would peagally important
for the Helper to have rapid visual feedback in order to remedy any mistardéings the pairs
might develop. Therefore, if the rotation is degrading grounding and not siityaliicn

awareness, we should expect:

H7: An immediately available view of the work area will have additional pedoce
benefits when the views between the partners are rotated.

However, the degree of similarity between viewpoints should not impactparice equally for
both levels of lexical complexity. Rotation is especially likelyrieifere with pairs’ ability to
agree upon referring expressions for the plaid pieces compared to theyqriosed ones, since
rotation requires the pairs to first establish a shared perspectimemnich to make reference to
piece attributes. Most participants did not know the pre-existing nam#seftartan plaid
patterns used in this experiment (e.g., Old Sutherland tartan) and instedldedethe plaids by
describing detailed features (e.g., “white stripe on the right”). Wheplals are rotated, some
of these spatial descriptors were no longer the same for therHald Worker. In contrast, when
describing the solid pieces, the visual information could easily lsetas®nfirm the object
referent. Therefore, we expected an interaction whereby the rotatesiwould impact

performance more for the plaid than the solid pieces.

H8: An identical perspective on the work space will have additional pedioce benefits
when the linguistic complexity of the objects increases.

5.4.1 Method

Study 5 consists dmmediacy of the Visual Feedbatlewspace Alignmerfthe spatial
symmetry between the Helper and Worker views),landcal Complexitynanipulations. We
manipulated the immediacy of visual feedback by instituting a snapshot calywisich allowed
the Worker transmit a view of the current work space to the Helper.
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5.4.1.1 Experimental manipulations

Immediacy of Visual Feedbalknmediatevs. Snapshgt The immediacy of visual feedback was
either presented continuously or only when the Worker pressed a button on tag tdispansmit

a static image of the current state of the work area to the HelpeshBred view was either
immediately available to the Helpeminediate condition or the Worker had to manually choose
when to send back an image of the work area to the Halpapghot condition Study 5 dropped
the no-feedback condition that was present in many of the previous studies.

Viewspace Alignmertflignedvs. Rotated: The Helper and Worker either had identical or
misaligned views of the task. The views in the aligned condition wentiédl between the
Helper and Worker displays, similar to previous studies. However, motiwed condition, when
the Worker moved a puzzle piece, the view that the Helper saw was randppéy fih the
vertical or horizontal direction and then randomly rotated 45, 90 or 135°. Thepargte the
Helper saw was transformed in the same way, so that the Helper' sfivib&vwork area and
target had the same orientation. For example, with a 90° rotation, whéfotker placed a
puzzle piece to the right of another, the Helper might see the twasgsaligned one on top of
the other in his picture of the target puzzle and his view of the Worl®itma (see Figure 5-4).
The same geometric transformation was used for all trialsdimgte pair of subjects.

Worker View Helper View

Work Area Fuzzle Pieces Worker Area Puzzle

1'- :' ',. -A.

work area staging area view of worker's target area
work area

Figure 5-4. Rotated View. The Helper’s view of the work area and therget are rotated 90°
clockwise when presented in the Helper’s view of the Worker'work area (right).

Lexical ComplexitfPrimary vs. Plaid): As in Study 4, the pieces were either solid primary

colors (e.g., red, yellow, orange), or they were more complex visual pdtataa plaids).
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5.4.1.2 Participants and procedure

Participants consisted of 32 pairs of Carnegie Mellon University grathrate students.
Participants received an hourly payment of $10 for their participatidreisttdy and were
randomly assigned to play the role of Helper or Worker. The ImmediacisoaM-eedback and
the Viewspace Alignment were manipulated within the pairs, while tkiedleComplexity was a
between-pair factor. Each pair participated in four blocks of silsteéach.

5.4.1.3 Measures and statistical analysis

The analysis of performance uses time to complete a puzzle as the deperialelat Vdre

analysis is a mixed model analysis in which Blotid), Trial (1-6), Field of View Alignment
(Alignedor Rotated and Immediacy of the Visual Feedbatkiediateor Snapshgtwere
repeated, and Lexical Complexityrimary or Plaid) was a between-pair factor. All 2-way and 3-
way interactions were included in the analysis. Because each paippaed in 24 trials (4
conditions by 6 trials per condition), observations within a pair were not indepefdsach

other. Pairs, nested within Lexical Complexity, were modeled as a randech eff

5.4.2 Results and discussion

5.4.2.1 Task performance

Immediacy of Visual Feedbacdks in Study 4 and consistent witti, an immediate shared view
of the work area benefited performance. As expected, the pairs wereiagebx 30% faster at
completing the puzzles when they had an immediately available shanatispaceN! = 50.45s,
SE= 2.85), than when the Worker had to send back snapshots of theMpa@@.63sSE=
2.85),F 721= 118.80p < .001.

Linguistic ComplexityConsistent witlH2 from Study 4, Lexical Complexity significantly
increased completion time. The pairs were over 35% faster in the thate whe colors were
easy-to-name primary colomsl(= 46.67sSE= 3.76) than when they were more complex plaids
(M = 76.0s SE= 3.76),F1, 30)= 31.0,p < .001.
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Immediacy of Visual Feedback
by Lexical Complexity
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Figure 5-5. Immediacy of the visual feedback by lexical compltiy (LSMeans +1 SE).

Also consistent with Study 4 and supportiveH& immediate visual feedback had the greatest
benefit in the plaid condition, when the puzzle pieces were difficult toidegsee Figure 5-5),
for the Immediacy of Visual Feedback x Linguistic Complexity intevacF, 721y= 17.89,p
<.001. A detailed examination of this interaction and the effect sizealeglthat while
immediate visual space improved performance when the pieces wete-g@scribe primary
colors,Fq, 721y= 22.25p < .001,d = .35, it improved performance much more when the pieces

were linguistically complex plaid&;;, 7.1)= 114.44p < .001,d = .80.

Field of View Alignmentin support oH5, but inconsistent witi6, manipulation of the field of
view Alignment had a significant impact on performance. Pairs wereb®déifaster when the
views were aligned\ = 37.07sSE= 2.85) than when they were reflected and rotdtke (

85.91s SE= 2.85),F1, 721y= 581.44p < .001. The pairs took longer when their ability to describe
the spatial arrangement of the pieces was reduced. These resudtst sgigthe visual

information was supporting conversational grounding.
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Immediacy of Visual Feedback
by Field of View Alignment
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Figure 5-6. Immediacy of the visual feedback by field of view gihment (LSMeans +1 SE).

Also consistent with the reasoning that visual information was suppodimgisational
grounding H7), the Immediacy of Visual Feedback x Field of View Alignment ad&on
demonstrated that the immediate visual feedback had the greatditibehe rotated condition
(see Figure 5-6%, 721)= 36.30,p < .001. A detailed examination of this interaction and effect
sizes revealed that while the availability of the shared vispade improved performance when
the environments were aligndgl;, 7,1)= 11.88,p < .001,d = .25, it improved performance much

more when the workspaces were rotatggd;.:)= 143.23p < .001,d = .89.

Although the Field of View Alignment x Lexical Complexity interactioasan the expected
direction (the difference between the plaids was greater tharf tivat primaries in the visual
feedback condition), this difference was not significkqaty,,)= 2.32,p = .13. Therefore, we

found no support for8. However, it is unclear whether this was an issue of experimental power

or a true lack of finding. This needs to be investigated in future résearc

To summarize, the pattern of results is consistent with the iatatjpn that visual information
improved task performance primarily by supporting conversational groundingistia v
information needs to be both temporally and spatially synchronized betweea pedplming
the task to achieve this result. If the Helpers were simply usegisual information for
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situation awareness, rotations should not have made the task mordt @ifficthe snapshot
manipulation should not have accentuated the performance drop in the rotatitihe. In order

to explore this interpretation, we examined the transcripts at length.

5.4.2.2 Communication processes

As demonstrated by the performance data in previous chapters and in Studies hen a
simple shared vocabulary exists to discuss the task, its objects, amvittemment, there is little
added benefit to having immediately available shared visual infarma&iowever, as suggested
by the performance results supporthtg, once the views are misaligned the pairs begin to
exhibit difficulties grounding spatial descriptions. Although the pairs tilheasily generate and
comprehend object referents, they have difficulty describing the spatialgement of the pieces.
Simple relative spatial terms are no longer sufficient to desthid space. These problems are
illustrated in

Figure 5-7, lines 3-5. Here the Helper compensates for the lack of aligimmthe views by

using the ambiguous term “diagonal,” rather than a more concrete spatidptien such as, “the
upper-right corner.” The Helper then uses situational awareness, byrawgrtpa current work
area to the target, to identify whether the piece has been positionexdlgowken he discovers
the positioning is incorrect, he tells the Worker to try a differemeaqlines 4 and 5). In this
example, the Helper has no trouble producing distinct initial referéatbs pieces (e.g., “the
red”), yet he has difficulty describing the spatial arrangement irydhad is efficient and
unambiguous for the Worker. So while the rotated visual display harmététber’s ability to
ground his descriptions, it did not seem to harm his ability to tteckverall progress of the task.

Immediate, Primary and Rotated

I

: put the red down somewhere

: ok, move it down and to the right

: now put the blue down, diagonal from the red
: ok, try a different diagonal

: ok, opposite diagonal

: I want yellow adjacent to blue

: umm, how about yellow diagonal from green
: perfect

: now, blue diagonal from yellow

: perfect

: red diagonal from yellow

: other side

: perfect, done

Figure 5-7. Immediate, Primary and Rotated.
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Snapshot, Primary and Rotated

1. H: put the blue diagonal to the green on some side
2. W: diagonal on some side
3. H:yeah

4. W: any side?

5. H: pick a side

6. W:ok

7. W: [shows]

8. H: ok, umm, put it adjacent to the green on some side
9. W: [shows]

10. H: ok, it's gonna be adjacent on a different side

11. W: on the opposite side, or?

12. H: it's gonna be adjacent, no, not on the opposite side
13. W: ok, let’s try this one

14. W: [shows]

15. H: that's right

Figure 5-8. Snapshot, Primary and Rotated.

Comprehension monitoring becomes even more difficult when visual feedbachyisaidh
Figure 5-8, line 1, a different Helper uses the intentionally vagueipiisc “some side” to say
where the blue piece should go. The Worker (lines 7, 9, and 14) must exphioithtlse current
position of the piece for the Helper to verify if it has been position dtyr&ecause visual
feedback was not continuously available, the pairs proceeded in a Ipdestt@®n when trying
to ground their spatial descriptions. Because the visual informatiodeleaged through the
shapshot mechanism, the Helper had to wait for the Worker to transmit abefage he could
confirm or elaborate, leading to slower descriptions.

As seen previously in Figure 5-2, when puzzles contained linguistically ermlalids,
continuous visual feedback helped pairs confirm which piece was being talkeéd\&bhen the
views were aligned, pairs could make efficient use of spatial désogfe.g., “...top right,”
“...bottom right,” etc). Because the tartans were hard to describe, thaydeferibed them
through efficient pronominal referents (e.g., “this,” “that,” “it") ohet indirect references (e.qg.,
“the block that you were just touching”) rather than describing thiasitrfeatures of the pieces
(e.g., “the one with the yellow stripe on the left”). They used visual infikoméo facilitate

referent identification and track which piece is currently atdmer of attention.

Rotation and delays in visual feedback make this strategy moreutfificgure 5-9 and Figure
5-10 provide examples of interactions from puzzles with plaid pieces andireiates, when the
visual feedback was either immediate Figure 5-9 or delayed Faglde In the beginning of
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Figure 5-9, the Helper and Worker are having difficulty identifying thescotrlock to move, but

the quick visual feedback allows the Helper to know which block the Workarrisntly moving

(line 3). However, the rotation prevents them from efficiently desuagithie relative location of

the pieces (lines 6-

12). The Worker tries positioning a block, whichureasthe Helper he has

identified the correct block (lines 6 and 7), but moves it first to tlemgvplace (line 11, “the

other corner”) and then to the correct place (line 12, “yep”). In Figui@ e lack of immediate

visual feedback compounds the additional grounding problems posed by having bothdthe plai

pieces and rotation. On line 3, the Helper asks the Worker to update the,dsplagerstand if

the Worker understands her descriptions.

Imm

ediate, Plaids and Rotated

© NG A~ LN R

10.
11.
12.

I

: that's good where that one, yeah

H: ok start, leave that one that has the four stripes right there
H: the one that you're moving right now is good

H: you want to move it to the other side

H: yeah that corner, ok

H: start with the one that's at the bottom of the screen

H: yeah

W: the top you mean

H: the top of the screen

H: and move it down, to the corner of the one that you just moved
H: the other corner

H: yep

Figure 5-9. Immediate, Plaids and Rotated.

Snapshot, Plaids and Rotated

1
2
3
4.
5.
6
7
8
9

H: you're getting close, but on my screen it has to go down
H: and that's connected to the wrong corner

H: is your, do your show

W: [shows]

H: no don’t move that block

W: oh

H: that was in the right position

W: ok

H: ok, now we have to work on this last block. um.

10. W: wait, which one is the last one?

1

1. H: the one that has the cross in it

Figure 5-10. Snapshot, Plaids and Rotated.
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5.5 Study 6: Field of view study

Study 6 was designed to determine whether visual information improves thsknaace by
supporting situation awareness. In this experiment, the Helpers coditsethe entire work
area, a subset of it (large or small), or none of it. Compared talttisplay, partial fields of
view should degrade the Helpers’ situation awareness (i.e., their kigmwdé the overall puzzle
layout), but should not interfere as much with conversational grounding (iieathigy to use
efficient vocabulary to describe puzzle pieces in ways their padnenr@erstand and to monitor
understanding).

Field of view sizeAs demonstrated in Study 4, when shared visual information is provided, the
pairs benefit from an increased ability to conversationally ground thee gescriptions. A
small field of view that provides a view of the puzzle piece should suflicgrounding a piece
description. As a result, the pairs should complete the puzzle more quidkigyago from
having no shared visual information to having a small shared viewing ared, du@do the
benefits of conversational grounding. This benefit should be increasedthenpieces are
linguistically complex plaids. However, a narrow field of view, in comparit® a wider field of
view, decreases the ease with which the Helper can track the overadigsrofthe puzzle and
the surrounding pieces. Therefore, if the pairs also get fastezyagdtrom a small shared field
of view to a larger one or from a larger one to a full shared view of tHespace, the most
likely explanation for these performance improvements is the additiapakt on situation

awareness. Figure 5-11 illustrates the various levels ofdltedf view.

One can use the magnitude of the performance benefit from each incnethensize of the

view space to estimate the performance benefits the pairs remeiveding visual information

for grounding and situation awareness. We should see a greater bethefiatailability of

visual information for the linguistically complex plaid puzzle piecbervgoing from no shared
visual information to a small amount of shared visual information ahter the puzzle pieces.
However, as the field of view grows larger the benefits should be equihéfptaids and primary
colors, provided that the visual information is primarily supporting situati@reness. Therefore,
to the extent that the pairs gain from situation awareness, the panfmrimprovement gained
with larger fields of view should not be greater for more linguaiticcomplex tasks.

The following hypotheses summarize this reasoning for the additional cmsdiisted in this

study:
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H9: If pairs are using the visual information primarily for situation awarendgrger
fields of view should improve their ability to maintain task awareaes allow them to

complete the puzzles more quickly.

H10: If pairs are using the visual information primarily for situatiawareness, the
benefit of a larger field of view should not interact with the linguisticptexity of task.

However, if the pairs are using the visual information primdoihyconversational grounding, we
would alternatively expect:

H11: If pairs are using the visual information primarily for conversasl grounding,
larger fields of view should not improve their ability to identify otsj@or allow them to

complete the puzzles more quickly.

Field of View ContralWhen designing a system that gives its users only a narrow field of view
of the work area, designers must decide who controls the view. For examgeg-anediated
communication system using a camera with a small field of view could atitatty track the
actions of the conference attendees, allow attendees at the letalsisition the camera, or
allow the remote attendees to control the view. Commercial and expeaaivieleto conferencing
systems have tried each of these alternatives (e.g., see Wang & Chu, 198ésamthoices are

likely to have implications for both situation awareness and coni@rabgrounding.

This study also examined three ways of controlling the Helper’s fialteof—Automatic,
Worker-Controlled and Helper-Controlled. With Automatic view control figld of view was
centered on the Worker’'s mouse pointer. In this case, when the Workerdyeapieee it was
guaranteed to be in the Helper’s view. Automatic view control shoulddaeitonversational
grounding, because the Helper could always get feedback on the piece Watkbkewas
manipulating. However, automatic control should interfere with situati@memess, because it
requires the Worker to scan the full work area with her cursor in fidtre Helper to see the
current state of the puzzle. The other two conditions featured manuall clonthe Worker-
controlled condition, the Worker used the mouse to grab an outlined window frarefimgli
the area of shared view, and then either manually positioned the frame héthork area or

moved the pieces over the frame to “show” them to their partner (s@e Big.2). Worker
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control should harm situation awareness for the same reason thatrinedhby automatic
control. This control technigue requires explicit Worker action for thipét to see the current
state of the puzzle layout. In addition, Worker control should harm conversationatgrg,
because the Helper does not receive feedback on the success ofdnsestentil the Worker
has explicitly shown him what piece she was working on. This intedenaith feedback should
be especially problematic if the pieces being described are lilegiliscomplex. In the Helper-
controlled condition, Helpers controlled the window with their cursor. Trosvall Helpers to
refresh their awareness of the puzzle layout at their own pace, bygrbei window around the
work area. However, Helper control could make grounding difficult, becaus¢ether and
Worker might be looking at different objects or work areas. The folloWwypptheses summarize

this reasoning:

H12: If the pairs are using the visual information primarily for situation eamass, they
will perform their task most quickly when the Helper manually contrelsigw of the
work area, followed by an automated view, and least quickly when the Worker needs to

manually control the field of view.

H13: If the pairs are using the visual information primarily for caise¢ional grounding,
they will perform their task most quickly with an automated vievavek by when the
Helper manually controls the view of the work area, and least quickly \wbeWNdorker

needs to manually control the field of view.

5.5.1 Method

Study 6 manipulated the proportion of the Worker's work area viewed by therHEield of
view size), which partner controlled the view when only a partial fieldeat was available
(Field of view control), and the adequacy of lexical tokens to describe thie pigzes (Lexical

complexity).

5.5.1.1 Independent variables
Lexical ComplexitfPrimary vs. Plaid): The same pieces were used as in the prior two studies.
The colors of the pieces were either lexically simple, easy toidegmimary colors (e.g., red,

yellow, orange, etc.), or they were more linguistically complex tartadsplai
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Field of View Siz¢Full vs.Largevs.Smallvs.Nong. The Helper could either see thell area,
alLargearea (equivalent to the size of four puzzle pieceS)nallarea (equivalent to the area of
a single puzzle piece), or nothinddné. Figure 5-11 shows the corresponding levels. For the

small and large levels, the partner that controlled the view of dine avea was varied.

Worker View Helper View of the Worker's Work Area
Work Area Worker Area Worker Area Worker Area Worker Area
L
Full Large Small None
work area

Figure 5-11. Field of View. Given the Worker’s view on the left, th four Helper views on
the right demonstrate the corresponding view onto the work area (FulLarge, Small and

None).

Worker View Helper View

(A) »”(B)

m -

Figure 5-12. Field of View Control in the Manual Worker condition In this condition the
Worker had to manually select the shared view indicator by clickig on its corner as shown
in (A) and position it within the work area, while (B) presens the corresponding Helper

view.

Field of View Contro[Automaticvs. Manual Helpervs. Manual Worke). There were three types
of view control available when the Helper saw only a partial fielde (i.e., in the Large and
Small view conditions). In thAutomaticcondition, the sub-view automatically followed the
Worker's cursor when it was in the work area. InMsnual Helpercontrol condition, the Helper
controlled where they wanted to look by moving their cursor to the appepgace. In the
Manual Workercontrol condition, the Worker had to position the view over the work asea (a

shown in Figure 5-12).
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5.5.1.2 Participants and procedure

Participants consisted of 24 pairs of Carnegie Mellon University grathrate students who
were randomly assigned to play the role of Helper or Worker. Thejvegtvariable payment of
$15.00 to $20.00 based on their performance. Field of View Control was manipulatedrbetw
pairs, and Field of View Size and Lexical Complexity were manipulatednapiirs. Each pair
participated in eight blocks of four trials (32 puzzles) in an hour and adsaion.

5.5.1.3 Statistical analysis

The primary performance measure was the time to complete a puzzlealysea also
examined the type of errors made. In an error of identification, thepfizale solution contained
some wrong puzzle pieces. In an error of position, the selected pieceowect but they were

positioned in an incorrect final position.

The analysis was performed in two stages. The first stage thstedltence of the Field of
View Size and Linguistic Complexity, using a repeated measures analyaisasfoe in which
Block (1-8), Trial (1-4), Field of View size lone Small Large, Full), and Lexical Complexity
(Primary or Plaid) were repeated within-pair factors. Pairs were modeled as a randmn eff

Field of View Control was a between-subjects factor. Becausddhéisual Feedback and Full
Visual Feedback conditions did not require control of the field of viewd leieView Control

was only manipulated in the Small and Large Field of View conditions. Aeskgxamining the
impact of Field of View Control used a subset of the data in which Blie&k (Trial (1-4), Field

of View (Smallor Large), and Lexical ComplexityRrimary or Plaid) were repeated within-pair
factors, and Field of View ControfA(ito, Manual Workey or Manual Helpef was a between-pair

factor. Pairs, nested within Field of View Control condition, were mada$ea random effect.

5.5.2 Results and discussion

5.5.2.1 Task performance

Field of View SizeAs the proportion of viewable space increased, there was a strong déereas
the time it took the pairs to complete the task, (for the linearasiyf, 707)= 340.11p < .001).

In addition, all pairwise contrasts between adjacent levels£Fadl5s (4.5), Large = 59.1s (4.4),
Small = 67.6s (4.4), and None = 92.4s (4.5)) were significgn&a05. The 27% performance
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improvement in going from the no visual space condition to the small view cimdisis
substantially larger than the 12.6% improvement going from the small &flalg) of view or

the 7.8% improvement in going from the large to the full field of view. Pphattern suggests that
the use of visual information for conversational grounding may have @gi@act than its use
for situation awareness. However, the fact that performance ingovdven going from the small
to large and the large to the full field of view suggests that situativareness improved task
performance as well. These results are consistentH8ithat the visual information was useful
for supporting situation awareness. They are not consistentd/ithwhich proposes the field of
view would have little impact on performance if conversational groundisgheaonly
mechanism at play.

Lexical ComplexityAs in the first two studies, the manipulation of Lexical Complexity had a
significant impact on completion time. The pairs were approximdy faster in the trials
where the colors were primary coloM € 50.91sSE= 4.33) than when they were plaidis €
85.92s SE= 4.32),F(1, 70n= 593.14p < .001.

The Field of View Size x Lexical Complexity interaction shows that tinefitereceived by a
larger view space was greater when the pieces were lexioatiylex €.707= 16.21p < .001).
Figure 5-13 shows that the differential benefit of increasing tleeofithe field of view for
linguistically complex puzzles was greatest for small fields efvviTo look at the interaction in
more detail, a series of Field of View Size x Linguistic Complexityautiions was computed

that contrasted adjacent pairs of sizes.

Similar toH3 in Study 4, we should expect a linguistic complexity interaction \withcontrast
between the None versus Small field of view conditions. This would inditait¢he availability

of a small visual field of view was primarily aiding conversational graugdithe ability to

agree on names for puzzle pieces. However, while this interaction viesergected direction,

it was not significantK 707y= 1.19,p = .27). As expected iH10, the interaction between
linguistic complexity and the contrast between the Large versus thieekaibf view conditions
was not significantR, 707 = .001,p = .99). Contrary to our expectations, however, the linguistic
complexity interaction with a contrast between the Small and Lagigedf view conditions was
significant € 707y= 5.39,p = .02). One interpretation of these findings is that the large field of
view provides support for grounding as well as makes it easier for therHelmaintain

situation awareness.
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Figure 5-13. Field of View Size by Lexical Complexity on Completionime.

Field of View Contral There were no main effects of the type of control on time to contpiete
puzzle (and hence no support Kit2 andH13). There was, however, a Field of View Control x
Lexical Complexity interactiorf, 343y= 5.58,p = .004, consistent with the interpretation that the
visual information is improving conversational grounding. The one degreeeafom

comparison of the Automatic condition to the two Manual conditions redehht the Lexical
Complexity harmed task completion times to a lesser extent in the Atitcorondition than in

the two Manual condition$;; 343 = 10.32,p < .001 (see Figure 5-14). This is in part because an
automated view of what the Worker is currently working on—as a sideteff the view being
yoked to their cursor—provides visual information about which piece th&aibad just

selected (or not selected). When, for instance, the Helper had to mamsitiign the work area
viewer, they could miss critical information about what piece the Waevke actually working
with.

The Field of View Control x Field of View Size interaction was ngh#icant,F 343= 0.73,p

= .48. In this case, the differences between the Field of View Control did ngfectiapendent
on the proportion of the shared work space available.
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Viewspace Control by Lexical Complexity
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Figure 5-14. Field of View Control by Lexical Complexity (LSMeanstl SE).

5.5.2.2 Errors of identification and positioning

The way the visual space is used should have implications for the types ohedarsvhen the
size of the field of view is reduced. We distinguish between errgieoé identification and
errors of piece positioning. Identification errors occur when the Wonkees the wrong piece.
They are likely to result from failures in conversational grounding. In astposition errors
occur when the Worker places a piece in the wrong relative positiose Eners can result
either from failures in grounding or failures in situation awaresesh that the Helper fails to
match the current puzzle layout with the target. In order to gain additiceigthi into the types of
benefits provided by having a larger proportion of the viewing area analcowntr where to
look in the shared space, we examined how field of view size and control agtherrors of

identification and positioning.

Field of View SizeWhen the pairs shared a larger field of view, they committed fewas af
both identification and positioning (for the linear contrast déifa view size on errors of
identification,F 32 = 25.28,p < .001 and on errors of positidhy, s3z)= 24.63,p < .001). Thus,
more visual information aided participants both in identifying piecesdicaitor of successful

grounding, and in positioning them correctly, an indicator of situation awareness
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Field of View ContralThere was no main effect of Field of View Control for the errors of
identification or position. However, the Field of View Control x LexiCamplexity interaction
for errors of position was significarf 304)= 3.25,p = .04. A detailed examination of this
interaction reveals that there were fewer placement errotlddexically complex pieces in the
automatic control condition than for the two manual conditibages) = 11.54,p < .001. In the
two manual control conditions, pairs made more errors of positioning with giadsvith
primary colors, but this difference disappeared in the automatic toatrdition. In the manual
control conditions, Helpers had difficulty verifying the correct plaseinof the plaids. When
giving a complex instruction, such as, “So the piece with the yellovesitifhe left and the red
in the upper right is to the right of the first piece,” the complexitheflanguage needed to
describe the relative positions led to more errors than when descrieipatement of solid
colored pieces. The manual control conditions made it difficult for #ipédd to verify that the
Worker had placed the pieces correctly.

5.5.2.3 Communication processes

When the pairs had a smaller view of the work area, their abilitat¢& the state of the task and
intervene at appropriate times was diminished. It is likely thatstems from an inability to
gather information about the surrounding environmental context and assaas¢hegtate of

the task in a timely fashion.

Small, Plaids and Automatic

1. H: next one we have umm, like a vertical blue stripe and then
crossing it is like three red stripes wide

W: vertical, vertical blue stripe

W: ok this one

W: [moves correct piece into workspace]

H: yeah, that goes in, two three

W: [positioned piece next to the wrong piece]
W: alright

H: so the next one

...[pair corrects error near the end of the trial]

© N UG A WD

Figure 5-15. Small, Plaids and Automatic.

Figure 5-15 and Figure 5-16 contrast two examples that demonstrate hoektbBuesual
information about the surrounding work space minimized the amount of situatioersess
available and negatively impacted performance. In both of these examplds]pbeincorrectly

aligns a piece next to an existing piece in the workspace. Withrtfes feeld of view (Figure
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5-16), this is immediately recognized by the Helper and remedied; howétrea, smaller field
of view (Figure 5-15), this error went undetected and left the p#ingneonsistent models of the

state of the task.

Large, Plaids and Automatic

1. H: now there's one that's almost like that but its two
2. W: this one

3. W: [moves correct piece into workspace]

4. H: yeah, it goes straight up

5. H: umm, over a little bit, right above that second

6. W: [positioned piece next to the wrong piece]

7. H:oron, on the right, the red plaid one on the right
8. W: [moved piece over]

9. H: over one yep, nope, up

10. W: here?

11. H: up above that

12. W: [moved piece to correct position]

13. H: yeah, right there

Figure 5-16. Large, Plaids and Automatic (right).

In Figure 5-15, the Worker incorrectly positions a piece within thikspace (line 6). However,
since the Helper can only see an area the size of the selected héodkes not receive enough
visual feedback about the surrounding puzzle pieces to notice that it handmresctly
positioned. As a result, she takes for granted the Worker’'s ackdgarhent (line 7) and
continues with a description of the next piece (line 8). Near the end ofahérMWorker moves
his cursor over the area in the puzzle where the mistake occurs,g\tbalicorners of both
pieces at the same time, and only then does the Helper recognize an errstatethéthe
solution. Contrast this with the example in Figure 5-16, in which the Workezsvzakearly
identical mistake (line 6). However, the larger field of view réssd@e corners of surrounding
pieces, providing the Helper with visual confirmation that the task ipnooteding correctly. At
this point, the Helper begins to immediately correct the positioning gfi¢ice (line 7, 9, 11 and
13) using the immediate visual feedback to guide subsequent descriptiotiseupidce is

correctly positioned.

5.6 General discussion

This chapter presented a series of three experiments that iatedtilge theoretical proposal that
visual information serves as a resource for collaboration. Tléeestestablished broad support
for a cooperative model of communication and demonstrated detailed supportrfotiohethat
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visual information is a critical resource for both conversatignainding and situation awareness.
In addition, we examined how particular features of visual informatioraicttevith features of

the task to influence both of the proposed coordination mechanisms. Table&ents an
overview of the findings from the experiments and the insight that each @ dtoidards
distinguishing between the impact of visual information on situation aesseand

conversational grounding. The remainder of this section addressesdietitla¢ and practical
implications of the findings as well as the limitations and future tilire of this work.

5.6.1 Theoretical implications

As illustrated in Table 5-2, the findings suppdft-H4 and the general notion that shared visual
information of the workspace supports communication and coordination. Tindieg$ replicate
previous work and demonstrate that collaborative pairs perform moreygaiwklaccurately
when they share a common view of a workspace (Gergle et al., 2004b, 2006 tkadau2002b).
Pairs were approximately 30-40% faster when there was immediaselgide shared visual
information as compared to when it was absent. The value of this atformhowever,
depended on the features of the task. Its value increased when the ¢atkweyje linguistically
complex and not part of the pairs’ shared lexicon. Yet, even a small déteyttansmission of

the visual information severely diminished its value.

Unlike previous literature, these results show that shared visaahiation benefits collaboration
by independently supporting both situation awareness and conversational gro8haigg
examinedH5-H8 in order to demonstrate the benefits that shared visual information has on
conversational grounding. Together the results provide evidence thatrsatianal grounding is
a central mechanism supported by the availability of shared vidoahiation. Rotating the
Helper's view degraded the ability of the Helper and Worker to desspiuéal relations and
ground their piece descriptions; however, this manipulation left thigyadfithe pairs to track the

state of the task intact. We found that pairs were over 55% fastertmieniews were aligned.

When the shared view was rotated, the pairs could no longer easily désernieces using their
intrinsic spatial properties, nor could they easily describe theakfmatation of the pieces using
efficient unambiguous referring expressions such as “to the rightrdfibove,” and instead had
to rely on more ambiguous locative expressions such as “by”. When this wasethi¢ was even
more critical for the pairs to have immediately available continusugl information at their

disposal. Such information helped the pairs to more easily adapt to thiggtdira and served as
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a basis to facilitate their grounding on object names and spatial dessifthis demonstrated
that a manipulation of the spatial alignment of the shared visual infornigad an independent
impact on the ability of the pairs to perform conversational grounding, yeabilty to track
the state of the task and maintain accurate mental representatibeaddrker’'s progress

towards the solution was left intact.

Study 6 examined the benefits of shared visual information on situatemesess. The results
supportH9, the notion that the shared visual information supports both conversationatigng
and situation awareness. The pairs were approximately 27% fasterhiftiag §om no visual
information to a small window of shared visual information. This gaimhe primarily attributed
to the fact that the pairs now have visual access to the piecds vy can use to support the
linguistic grounding that provides efficient description of the pieces ipukele. When going
from a small shared field of view to a larger field of view, it#gagoned that the main benefit
would be increased access to the surrounding context. In other words, thieqeairsd
additional visual feedback that could be used to maintain a more accurate hibdehsk state.
In going from a small to a large field of view, the pairs were 12.6%rfashile they received an

additional 7.8% boost in performance when going from a large view to adwll vi

When the field of view was limited (e.g., small versus large), the pairld no longer easily
track the surrounding context of the puzzles. In this case, the pairs typézalyed the benefit
of having the visual information for conversational grounding. For examplecthad still
benefit from linguistic efficiencies through, for example, the use of deictic references as
“that one.” However, they had more difficulty confirming the state of tHeaad recognizing
that actions were performed correctly. As demonstrated in the qualdeseeptions, the pairs
had to rely on linguistic descriptions in place of visual evidence ottineunding context. While
the evidence pointed towards an independent effect of situation awaren@ssmore
ambiguous for the case of situation awareness than it was for cororabgtounding (we return

to this problem when discussing some drawbacks to these studies).
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Table 5-2. Overview of hypotheses, quantitative results and implitans for situation awareness and conversational grounding.

Short description Study  Study Study General findings Impact on situation awareness
4 5 6 and conversational grounding
H1: Pairs perform quicker when they have a + + Pairs exhibit *30-40% faster performance Ambiguous results about whether it is
shared view when going from no shared visual information  situation awareness, conversational
to having shared visual information. grounding, or both that play a role.
H2: Pairs perform slower when the linguistic + + + Pairs exhibit *30-40% faster performance This suggests that when referential
complexity of the objects increases when the lexical complexity of the task grounding is required, the pairs are slower
objects increases. to complete the task.
H3: A shared view area will have additional + + partial Studies 4 and 5 demonstrate added benefitto  Study 5 demonstrates strong evidence
benefits when the linguistic complexity immediately available visual information when  consistent with the notion that
increases the pieces are lexically complex plaids. conversational grounding is a critical
However, Study 6 failed to find this between mechanism supported by shared visual
no shared view and a small shared view, and  information. Study 6 provides partial
only found it for comparisons between the support for the notion that situation
larger views. awareness is also a critical mechanism
supported by visual information.
H4: Delay in transmission will weaken the value + + Studies 4 and 5 demonstrate strong support
of a shared view for the hypothesis that a delay in the
immediacy of the visual information (in
various forms) weakens the value of the
visual information.
H5: If visual information is primarily used for + Pairs were over 55% faster when their views Provides unambiguous evidence that
conversational grounding, pairs will perform were aligned than when they were rotated. conversational grounding is a central
quicker when they share a spatial perspective mechanism supported by shared visual
information.
H6: Alternatively, if the visual information is - See above. This alternative hypothesis was not
primarily used for situation awareness, a supported (see above).
shared spatial perspective will have little
additional benefit
H7: An immediately available view will have + Pairs gained additional benefit from
additional benefit when the shared views are immediate visual information when the views
rotated were misaligned.
H8: An identical viewpoint onto the work area n.s.

will have additional benefit when the linguistic
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complexity of the objects increases

H9: If the pairs are using the visual information
primarily for situation awareness, larger fields
of view should improve task awareness and
benefit performance

H10: If the pairs are using the visual
information primarily for situation awareness,
the larger field of view should not interact with
the linguistic complexity of the objects

H11: If the pairs are using the visual
information primarily for conversational
grounding, larger fields of view should not
improve their ability to identify objects nor
cause them to complete the puzzles more
quickly

H12: If the pairs are using the visual
information primarily for situation awareness,
we should expect Helper Manual < Automatic <
Worker Manual

H13: If the pairs are using the visual
information primarily for conversational
grounding, we should expect Automatic <
Helper Manual < Worker Manual

partial

n.s.

Pairs are =27% faster when going from no
shared visual information to a small amount,
=12.6% faster in going from a small view to a
large view, and =7.8% faster when going from
a large to a full view.

As expected, there was no difference
between the Large and Full. However, there
was an interaction between the Small and
Large field of view sizes.

This alternative hypothesis was not
supported. As described in H9, there was an
impact of field of view size on task
performance.

This evidence suggests that both situation
awareness and conversational grounding
play a role. It also suggests that
conversational grounding has a greater
impact on performance than task
awareness in our configuration.

This evidence provides partial support for
the notion that situation awareness plays
an independent role in performance.
However, the results remain slightly
ambiguous due to the significant
interaction in the range between the Small
and Large field of views.

See above.

The findings did not differentiate between

Hypothesis 12 and 13.

The findings did not differentiate between
Hypothesis 12 and 13.
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Together these results demonstrate general support for a distindti@ebéhe role that shared
visual information plays in supporting conversational grounding and itsrrslgpporting

situation awareness. They provide specific support for Clark and Brer{h88’F) hypothesis

that different communication features change the cost of achievinp@omround and extended
this work by demonstrating an application of this notion to situation awaraloegswith

evidence that these facets also interact with particular feaifitles task (as proposed in Kraut et
al., 2002a; Kraut et al., 2003).

This deeper understanding of the theoretical role that visual iafammplays in collaborative
environments can be used to inform the development of collaborative systeting|grbrthose
systems that are meant to support tightly-coupled collaborative iegtithiit involve joint

physical or virtual manipulation of objects that occur sirmdtausly with spoken communication.
The next section examines the role that these theoretical findingglayaiy informing the

future development of collaborative systems.

5.6.2 Practical design implications

By identifying the ways in which visual information impacts collabigeabehavior, we can begin
to make informed design decisions regarding when and how to support visual tidorima
collaborative applications development. This section describes sonreteoexamples of real-
world designs that require visual space and how they may be impacted gndiéfein their
need for visual information in order to support situation awarenessgersational grounding, or
both.

When applying these findings to the development of new collaborativensysbur data
demonstrate the importance of understanding the task when determininfyéhefyaroviding
support in the form of shared visual information. Tasks may vary on séesd. The rate of
change of the objects within the environment might be quick, as in the casapadly changing
world found in a massively multi-player online role-playing game. In g cdelays to the
visual feedback will impact people’s ability to maintain updated situatimodels of the current
environment. Conversely, the task state, objects, and environment might chamgagvely
slow pace as in the case of a system that supports collaborativeh@®cancal planning. For
such an application, it may be more suitable to spend effort estagliskils to support
conversational grounding in discussions of the visual artifact (such asrpaoioters or methods
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for indicating landmarks) so that an architect can easily discuss Hils déthe model with a

client who may lack the domain knowledge to speak in professional ataralderms.

In the architecture example mentioned above, there is a disparity in kiggidetween the roles
of the group members. Here, the architect may have specific domain knowledaelibat lacks.
In this case, conversational grounding is likely to be a criticabatér to support interaction.
However, this might not always be the case. Some tasks may rely more essfuicsituation
awareness—as is the case with Air Traffic Control system® &leeffective domain-specific
abbreviated language exists for the controllers to communicatéeyptitary task relies on
quickly and efficiently establishing shared situation awareness with @th#&ollers and
knowing when to pass off control of entities between airspaces. In this casesetional
grounding is less important, yet situation awareness is crucial foessidEnsuring that shared
visual displays support the formation of situation awareness by maikiitiges and environment
states highly salient is critical to the design of a successfubemvent.

As with most user-centered designs of collaborative systemgpafirst step in the design
process is to understand the details of the task, the environment, arlédglacbsocial
structures of the group members involved. Once these are known, then an unaderstaimoliv
the proposed applications will impact the availability of sharagavimformation can be
considered in the relative light of the task requirements. Understandailgaorative group’s
need for particular coordination mechanisms and then understanding how ¢ubsamisms are
impacted by particular technical limitations underlies the suaddsgblementation of systems to

support tightly-coupled collaborations.

5.6.3 Limitations and future directions

Maintaining a conceptual distinction between situation awarenesscgaversational grounding
is useful from both theoretical and practical perspectives. Doing so psomgight into how
these mechanisms impact collaboration and provides knowledge that can ée tpfiture
designs. However, while this chapter has provided evidence of the mgpexistence of these
mechanisms, the two are extremely difficult to distinguish in manywedt tasks as well as in
the laboratory. For example, the small field of view in Study 6 providesitsefeefgrounding

by allowing Helpers to see the piece being manipulated, but it also previsessituation
awareness not available in the no-view condition. Future researchtodeddeveloped to
establish a cleaner distinction between situation awareness and ggoundi
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Another potential drawback of the current work is its use of theatlypuzzle task. The strength
of this paradigm is that it allows precise control over the cheniatits of the visual space and
task along with precise measurements of performance and communicatsolevéhof control
has proven useful for providing insight into the interdependencies thabekigen language
functions and physical actions commonly observed in collaborative physskal However, a
possible limitation of this paradigm is that the puzzle task overdiegpthese interdependencies
because of the limited range of instructional utterances and wamrkens that are possible.
However, it is important to note that many more complex real woikd taghether it be remotely
instructing the repair of a transformer, jointly building a Lego houseémpuisdiscussing a
journal article with a co-author located across the globe, are conhpfiige same sorts of object
identification-object positioning sequences studied here. Thus, the findirgdinggthe
relationships among base level actions and language are likely to balevben tasks involve a
much more complex range of activities. However, future research is neeggdiess the

scalability of these findings.

5.7 Conclusion

Visual information about a partner and the shared objects that compdBakerative activity
provides many critical cues for successful collaboration. It ingp&ittiation awareness by
providing feedback about the state of a joint task, and facilitates satiemal grounding by
providing a resource that pairs can use to communicate efficiestthndlogies to support
remote collaboration can selectively disrupt the ability to use visfahiation for situation
awareness and grounding, and the extent of this disruption depends in partahratasteristics
such as the lexical complexity of objects. The results clarify Ipasiciples of communication
and interaction, and provide insights for the design of future collabertaithnologies.
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Chapter 6

The Sequential Structure of Language Use and Visual

Actions*

While Chapters 3 through 5 provided insight into performance differemzka high-level
account of the patterns of language used (e.g., the use of acknowledgememtsjktpresented
in this section delves deeper into geguential communication processeast take place when
collaboration is supported with shared visual information. It repreSéage Il of the dissertation
and examines the proposal that a shared view of the workspace allowsamaéting a
physical task to substituetionsfor languagein the discourse surrounding task-oriented

collaboration.

This work provides some of the first quantitative demonstrations ofdle im which actions and
language interact and unfold over the duration of a communication episode, artbhew t
sequences vary according to the presence of shared visual informatioéendtseprevious
analyses of the effects of media on interpersonal communication byipgpei richer
understanding of the way that physical actions and language are irdeégrpgeform joint tasks
and ground communication. At the theoretical level, it extends previousasalf the effects of
media on interpersonal communication by providing a richer understanding of haeaphys

* The work presented in this chapter was originpilplished in Gergle, D., Kraut, R. E., & FussellRS
(2004). Action as Language in a Shared Visual Spgaderoceedings of the ACM Conference on
Computer Supported Cooperative Work (CSCW 2Q21)487-496. NY: ACM Press.
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actions and language use are integrated to perform joint tasks and ggsoumdrication. At a
more applied level, this knowledge is used to develop new design guidelineshnology to

support distributed group work.

In order to draw these conclusions, sequential analysis techniguesr@a& Gottman, 1997;
Bakeman & Quera, 1995; Fienberg, 1978; Goodman, 1978) are used to demonstrate how shared
visual information can be used in concert with or as a replacemenefrtspVe briefly review

prior performance findings and then detail the structural similaudtnel changes to

communication that occur when language is complimented with visiliaacThe work

presented in this chapter was originally reported in Gergle et al. (2004a).

6.1 Introduction

A good portion of technology development for HCl and CSCW tacitly assumes thaintheyp
goal is to support spoken language. For a large number of tasks, however, suictessttibn
does not rely solely on spoken language. Rather, communicative informatibe peovided in
the form of linguistic utterances, visual feedback, gestures, acsigtals, or a host of other
sources, all of which play an important role in successful communicatieryday

communication requires conversants to integrate these elements tnesmedx rapid, flexible,
real-time and cooperative fashion. Speakers generate and monitor theittigitiesgthowever,
they also monitor theanguageandactionsof their partners, and takethinto account as they

speak.

Consider a group of architects, consultants, and lay clients workintpéoge discuss
architectural plans for the design of a new corporate headquarters.udaation in the group is
not merely composed of a series of individual utterances produced sequantiglisesented for
others to hear. Rather, the speakers and addressees take into accdonatleeintextual
environment, what one another can see, etc. Many observational studies hanstidded this
rich interplay between speech and action that takes place in colla@dngeractions (Bekkest
al., 1995; Goodwin, 1996; Tang, 1991).

However, detailed quantitative evidence describing the temporalrnzatieinteraction has not
yet been collected. By identifying how visual information and speech can irglaeadcsubstitute
for one another, we can make informed decisions about when and how to provide this visua

information in new tools to support collaboration. Telemedicine apjaitatremote repair
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systems, and collaborative design technologies are but a few of thplegaf systems and tasks
that can be informed by this understanding. | now present a brief background thedtseri
theoretical roles played by shared visual information before exaniteinge in the sequential

structure of interaction.

6.2 Action and language in communication

When people work together to solve a problem, they approach their task thrideigntli
perspectives—different roles, spatial viewpoints, and levetmckground knowledge. In order to
coordinate their activities, they need a common set of goals and a sirayeade to discuss
them. As previously described, this work relies on theoretical framing @ark’s Grounding
Theory and Endsley’s Situation Awareness Theory to help describeldatienship between
actions and language use. The following section revisits these faakzeand discusses them
with a particular focus on language and action.

Assessing comprehensiddne way visual information affects communication is by acting as a
source of evidence for understanding. Visible workspaces can provideositllativareness
(Endsley, 1995) that provides evidence about both the current statdadktand the activity
levels of the members. In order for speech to be effective, it needsucadehe right moment.
Visual information provides a mechanism for preparing subsequent stadeamdriisk
descriptions by providing awareness of the task in relation to its oeadhtjoal. It can also

provide information regarding the availability and current agtitels of others.

Visual information has been described as one of the strongest sourcedyaorgserutual
knowledge (Clark & Marshall, 1981). By witnessing the actions of a ceatrenal partner, one
can more readily recognize when the partner is behaving incorrectly,théyeare confused and
do not understand a directive, or when they do not understand the general taskn(E@d5a
Hesitations, lack of action, and incorrect actions are all visibleatatis of a lack of
understanding. Imagine a pair in which a guide is remotely instructiageldr on how to
navigate from one part of campus to another. If the guide is given access to thevigt@ie
information and the traveler turns left when she should have turnedthigitcan intervene with
new instructions right away. In addition, the situational awareness padwdie visual
information serves as a mechanism by which the guide can plan the éifgidditional
utterances. Continuing with the navigation scenario, if there igiayarly tricky sequence of

turns, the guide can precisely issue directives one at a time if heearmere the traveler is.
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Without visual feedback, the guide must continually query the traamterely on her to provide
an accurate description of where she is and what she has done in ordeessfsillg guide her
across campus. Thus, visual information provides situational awatbaessay change both the

structure (e.g., who is speaking when) and the content (e.g., what is sajdoivae interaction.

Because shared visual information facilitates awareness of wheth#e@nce has been
understood, it allows pairs to coordinate the formulation of their shared gndtar example, if
the guide in the previous example tells the traveler to “go kittygdifrom where she is, and the
traveler simply stands there, her inaction may be interpreted to med&kittigatorner” is not

part of their shared language. A reformulation of “go diagonally to tHemhafy quickly remedy
the situation. With shared visual information, such a comprehension emreasidy be detected.
By seeing the actions of the partner, the speaker gets immediatecteestimrding whether or
not the addressee understood the instruction.

Assessing task performandaédsual information also serves a role in allowing judgments of task
performance to be formed. Even if the speaker were addressing a robot, wétdrfom
grounding, it would be important to have a feedback loop to get verificatiomtiragteuction

had been heard and that it had the intended effects. This loop of action amtidedhore

general than language and a basic tenet of user-centered design principles.

Synchronizing messagéd3onversational partners have to time their contributions to ensure
orderly turn exchanges. Features of media have been demonstrated to a#fficiently turns
are exchanged. For example, visual information allows pairs to overlap sigha&is.pairs must
rely on speech to describe their situation, talking at the same timaelifllead to confusion
and incomprehensible speech. However, when a shared visual space iseaviagdglran overlap
their signals by relying on multiple modes of communication (Gergle et al.cR@ example,
while the speaker describes the task, the addressees can demthestratelerstanding using
action—in effect, parallelizing the modes of communication. Whereas wififaage on spoken
language to achieve this, addressees often have to wait for an opportunyjéatineading to a
less efficient exchange. However, simply because this can be done doeanat isioptimal. If
attentional focus is not shared, then the communicative intent of the aetyomenmissed and
yield misconceptions about the degree to which information is mutuallydshare
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By considering these crucial aspects of collaboration and how shared vistrahition may
support joint tasks, we can now begin a more detailed investigation of howt stsara
information plays out during an interaction sequence. To do so, data from the gtuzxl is used
as a basis for examining how various forms of visual information play out imtbiling of

interactions over time.

6.3 Decomposing the puzzle task

The sequential nature of the puzzle task makes it ideal for inatstidnterrelationships
between speech and visible actions. In order to successfully add a piece to liyeppirairst
had to identify which is the correct piece and then guide it to theatdocation. This
identification-placement sequence had to be repeated four times to caimpletezle, once for
each piece. The basic task structure can be summarized as follows:

Step 1.Identify the piece

Step 2. Move the piece onto the workspace

Step 3. Position the piece spatially within the larger work area
Step 4.[Repeat steps 1 to 3 for subsequent pieces]

Step 5. Jointly agree to be finished with the trial

Each of these steps can be further decomposed into what Clark and-®8iitkss(1986) have
called presentation-acceptance sequences. For example, to convdhgagtionad Step 1(piece

identification), the following sequence of events is required:

The Helper generates a referring expression for a puzzle piece

The Worker gives off evidence of understanding (or lack thereof) oétbging
expression

If understanding is demonstrated, partners agree that the piece has bifggdiden
If a lack of understanding is demonstrated, the Helper repairs thengfexpression

In the puzzle study, each of these component subtasks can be realized via sperechr a
combination of the two. Helpers can identify referents using verbalipléses such as “the red
piece” or by deictic expressions like “that one”. Workers can evidencestandéing by giving
verbal acknowledgements (e.g., “ok”), by moving the correct piece intodHespace, or

through a combination of the two. If a technology provides a shared viewwbthspace,
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collaborators following Clark’s principle of least collaborativioef(Clark & Wilkes-Gibbs,
1986) will be more likely to use visible actions to ground each component of theiteskthese
actions are more efficient and less ambiguous indicators or comprehélredibe 6-1 presents the

type of evidence (spoken or visual) that can be used at each step of tbaqmkzz

Table 6-1. Type of information (spoken or visual) that can be used aarious stages of the
puzzle task.

Task Sub- Immediate Shared No Shared Visual
Component sub-tasks

goals Visual Information Information
Object Make reference to piece  Spoken Spoken
Reference Verify referent Spoken or Visual Spoken
Object Make reference to piece  Spoken Spoken
Placement Esssi(t;igge spatial Spoken Spoken
Verify spatial position Spoken or Visual Spoken

6.4 Using sequential analysis techniques to examine grounding
sequences

As addressed in the prior portions of this thesis, the visual evidence prtyidegiven
technology appears to alter the way collaborators ground their uttecanmagg each component
of the puzzle task. However, although previous analyses suggest that coatorsnise visual
evidence to facilitate grounding (Clark & Brennan, 1991; Clark & Krych, 2B04sell et al.,
2000; Gergle et al., 2004b), they have not used analytical techniques thantiéytite precise
ways that language and action are interrelated. The current study buildfisgaiot work by
using sequential analysis techniques to determine if there is probabénsal structure, and if

so, whether it varies by the availability of a shared view space.

Examining the patterns of communication using sequential data analysigjtexs reveals a
deeper understanding of both the role that visible action plays in comnimiaad how it
interacts with task structure. Consider, for example, the following exarapt®nversational

strategies for achieving the same sub-goal of positioning a piecepuzhle:

Helper states piece positioh Worker positions the piec@ Helper identifies next piece
Helper states piece positieh Worker positions the piecé Helper states correctness
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Helper states piece positioeh Worker states understandirmgy Worker positions the
piece—> Helper states correctness

Helper states piece positioeh Worker states understandirmgy Worker positions the
piece> Worker states correctness Helper restates piece positien Worker restates

correctness

These are all strategies for attempting to achieve the same cemgoibtask of telling a partner
where to put a piece and ensuring that it occurs. Some may be more dides¥;ghis depends
on the mediated form of communication available to the pairs. For examplegtiense of
“Helper states piece positioh Worker positions the piece Helper states correctness” may be
extremely efficient when the Helper can see what the Worker is doavgeér, in the event that
the pairs do not share a visual space, this strategy may be @ytieeifective, both in the errors
produced and the added time it takes to repair misunderstandings. Séqunehiss allows us to
examine how these sequences differ across various conditions of sBastd@wormation.

6.5 Hypotheses

This discussion leads to a couple of general hypotheses that can beatwédtigusing

sequential analysis techniques. In particular,

H1: When a shared view of the workspace is present, Helpers will use Waidtarss
as evidence of comprehension. They will be more likely to follow their owwmestats
with another statement, without waiting for a Worker’s verbal response, tham av

shared view of the workspace is not present.

H2: When a shared view of the workspace is present, Workers will be mbredilet
their actions speak for themselves as evidence of their comprehensignwilTbe less
likely to offer verbal acknowledgements of understanding when they knblglpges can
see their actions than when they know the Helper cannot see these actions.

6.6 Method

The basic setup and apparatus for this experiment has been describegoténsChand the
additional analyses that form the basis of the sequential analgsassubset of the data collected
in Study 1 in Chapter 3.
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6.6.1 Measures

To investigate the relationship between the shared visual infiormaid the dialogue structure, a

theoretically-derived coding scheme was developed to capture theyppuorpose of each

utterance and action (for similar linguistic coding schemes see Amdaral, 1991; Carlettaet

al., 1997). Separate media streams were transcribed that captunttethecesandactionsof

both Helper and Worker, permitting an investigation of the circumssamuder which shared

visible actions could replace spoken language. Since the Worker coaldagfibe same time as

the Helper, it took three overlapping streams to accurately captunesaqaraction.

The final set of codes used in this study is represented by four majaoreadedlelper utterances,

Worker utterances, Worker actions, and jointly occurring Worker uttesagred actions. These

categories are detailed in Table 6-2.

Table 6-2. Utterance and behavioral action codes.

Utterance/Action Code

Description of Code

Helper Utterances

H_UTTRrererent
H_UTTposiTion

H_UTTack_BeHAvIOR
H_UTTcontext

Helper makes reference to a specific piece (e.g., “Take the red one”)

Helper describes the position of a single piece
(e.g., “Put that in the upper-left”)

Helper acknowledges a behavior (e.g., “Yes, that's perfect”)
Helper discusses contextual information about the task or process

Worker Utterances

W_UTTRer_or_ros

W_UTTack_BEHAVIOR

W_UTTack_UNDERSTAND

W_UTTcontext

Worker makes an utterance about a referent or a positional
statement (e.g., “it's black and green?”)

Worker acknowledges a behavior (e.g., “I've done it")

Worker acknowledges understanding
(e.g., back-channels such as “mmmhmm?)

Worker discusses contextual information about the task or process

Worker Actions

W_ACTwmove
W_ACTRremove
W_ACTposiTion

Worker moves a piece into the workspace
Worker removes a piece from the workspace
Worker positions a piece within the workspace or existing puzzle

Worker Utterances + Actions

W_UTT+ACTack_unp+mov

W_UTT+ACTack_BeH+PoS

Worker acknowledges and moves a piece close in time
(e.g., “mmm-hmm” [Worker moves piece into the workspace])

Worker acknowledges a behavior and positions a piece close in time
(e.g., [Worker positions piece next to center square] “Done”)
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The original data set contained onset and offset times that capturedithe@mtion of the
utterance or action in multi-stream event formakthis initial arrangement allowed a look at the

data using a variety of temporal windows.

Figure 6-1 visualizes a small portion of the coded behaviors from thaairiffita when shared
visual information was available. There are several points aksttan this small excerpt. In the
top graph, the first two bars represent a typical presentati@pi@cce pair. The Helper begins at
3:16 by issuing a positional statement that tells the Worker where to puuzble piece. The
Helper accepts this proposal by positioning the piece in the workspatee tat the Worker
does not comment on whether or not she understood the position, nor does she limguistical
assess the quality of the move. Rather, the visual availability @ictiens implies her
understanding. At around 3:19, the Helper treats this move as an accepthnoatmues on

with the next presentation of an instruction.

Time (sec)
13 15 17 19 21 23 25 27

H_VERB_REF: Regular blue

W_ACT_MOV: [worker moves blue piece]

[ ]

H_VERB_POS: Ummm, lower right corner of the red

W_ACT_POS: [worker positions blue piece]

Utterances or Actions

H_WVERB_REF: And then the navy blue

Figure 6-1. Demonstration of the coded data when shared visual imfoation is available

(white = Helper utterance; gray = Worker action; black = Worker utterance).

Contrast this with the coded behaviors presented in Figure 6-2. A quicle giv@als the dark
black segments which are Worker verbal contributions, which aretdbsenFigure 6-1. A

> This data is described in Bakeman & Quera (199%)naed event sequential data which includes
overlapping data and a temporal range with a séad-end-time for each element captured. Timedteven
sequence data is one of the most data conservingf@nd it can later be reduced to exclusive estbes

if need be.
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closer look at the first three exchanges reveal a similar préseraaceptance pair as explored
in the previous example. At about 3:13, the Helper issues a statemenivhboaito place the
light green piec. Notice that here the Worker positions the piece (as in theopeeixample),
and also verbally confirms her understanding and proceeding. It wasntigsral richness of
exchanges that the coding scheme allowed us to capture, and the differergesiial

structures were then able to be compared statistically.

Time (sec)
13 15 17 19 21 23 25 27

H_VERB_POS: Now below that put the light green

W_VERB_ACK: The light green OK

[ ]

W_ACT_POS: [worker positions green piece]

H_VERB_POS: And on top of the blue

]

H_WVERB_REF: Put the dark green

Utterances or Actions

W_ACT_MOVE: [worker moves dark green piece]

W_VERB_ACK: Dark green, OK.

Figure 6-2. Demonstration of the coded data when shared visual imfoation was not

available (white = Helper utterance; gray = Worker action; black = Worker uterance).

Two independent coders classified a sample of utterances until Hubyede90% agreement.
They then each coded different transcripts, periodically coding a commorripatsensure that
the categories they used did not drift during the duration of the coding. Agreemined high
throughout.

6.6.2 Statistical analysis

The major interest in this chapter is on the impact of the availabilgéhared visual information

on conversational structure and actions. Log-linear modeling, lag-sequeatiais, and Chi-

1% |n the previous utterance, the Helper declaretttteaWorker should be looking for “a light gredight

minty colored piece”).
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square techniques were used to examine the sequential nature of theakiataa(id& Gottman,
1997; Bakeman & Quera, 1995; Fienberg, 1978; Goodman, 1978). Using these techniques for
analysis of group interactions is not a novel idea for studying group pro¢essesee Olsoet

al., 1994; Sanderson & Fisher, 1993; Weingart, 1997), however, it is oftentimes an uliwkt-uti

technique due to the heavy time investment required.

Log-linear modeling is a general technique for analyzing multi-wayirgerncy tables. It is
useful to assess the global nature of the sequential structure by captpardegree to which the
data are sequentially structured versus being randomly distributedvaviialté investigations
allow the exploration of how the sequential nature changes across exqeatioonditions. The
lag-sequential method was used as a confirmatory technique to look forittadigrdtiven
sequential patterns that occur more often than expected by chance.

After using these two techniques to determine whether or not sequéfeigtes existed
across conditions, we used theoretically-driven one degree of freedosni@ne tests to
examine particular areas of interest and determine exactly wieedifferences in sequence

occurred.

6.7 Results

The first portion of these analyses model the sequences of data by reducingjnbéraulti-
stream timed event sequential data into individual states—or exgustial data. Basically,
each temporal encoding was reduced to a single state with the ovéealtietermined by the
onset time of the coded behavior. The original table consisted of 13 dasemud 1413 cases.

Model development begins by establishing that there is sequentialistrtecthe data. If there
were no sequential order, then we would expect one category to follow anctredtan,
dependent only on the frequency of occurrence. Cell scores would simply regnegeirit
probabilities of the target and given categories. This initial sesbe construed as similar to an
omnibus test that provides license to continue more detailed testimginggée nature of the

sequential relations.

6.7.1 References to a piece

If the process of making reference to a puzzle piece and confirmingrigsto@ss can be done
through either spoken language or action (as suggested in our hypothesesg, shenld expect
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vast differences in the pairs’ spoken communication when they had siaralinformation
versus when they did not. In order to explore whether this was the case, onmosthe
structured aspects of the task—the component subtask of identifying kimdj saccessful

reference to a puzzle piece—was taken and its sequential eventrstiuas examined.

The process of successful reference begins with the Helper issuatgraesit regarding the
puzzle piece to be selected. For example, “It’s kinda like a mauve cadoitivwe the starting
point of such a piece reference. AND(SVS; Immediate) x 2 (H_UT Trererent; ~H_UT Trererent)
x 13 (All Categories) matrix was constructed to represent the sequential transitions hetwee
categories. The first dimension represents whether or not thénpdishared visual information
and is referred to as the “SVS” dimension. The second dimension iedsferas the “Given”
dimension and differentiates the cases when the initial expression ocUMNE Trererent)
versus those when it did netH_UTTrererent). The third dimension is the “Target” dimension
and differentiates among the utterances and actions that the Workelper ebuld perform
following the initial expression. The resulting three-dimensional matmtains cells with the
frequency of the transitions between the Target and Given events neakiadive appropriate

visual space condition.

An initial test of the model of independence revealed significanttsteun the SVS x Given x
Target matrix 62(37, =564.8p < 0.001). This indicated that it was highly unlikely that the
observed cell frequencies were simply the result of random transitionkelnvairds, there was
significant dependence between the dimensions of the table. This pretatistical license to

investigate the details of where this structure exists.

In order to investigate whether the sequential differences were due teewbehot the pairs had

a shared visual space (i.e., whether the interaction of Given and Tategrees varied across

the experimental conditions), the proper model to test should include all maits effiel two-

way interactions. The results of such a model implied that the thre@teagction was indeed
significant (32(12) =33.412p < 0.001). This suggests sequential structure in the data, and that it

varies across the experimental conditions.
The initial independence model (i.e., the main effects model) was matestiin order to

understand specifically where the sequential differences occurgenie -3 shows the

conditional probabilities angtscores of the transitions between the céteJ{ Trererent) and
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several subsequent categories of interest. Note that these dialgrawisrepresent all of the
transitions. For instructional purposes the number of nodes graphed isa@strittiose that are

significant and of theoretical interest.

A glance at the figure reveals where the conditional transitions vary fzeve Varge signed

adjusted residuals exist (suggesting significant directionaltsteuat greater or less than chance
levels). For example, Figure 6-3 shows that following the Helper’'s desorigfta puzzle piece
(H_UTTgererent), the Worker moved the piece into the workspace 36% of the time when a shared
visual space was available. However, when they did not have a sharedgpauglthis only

occurred 19.6% of the time. Instead, the Helper issued an acknowledgementitidhgir

movement 21.2% of the time. The&cores in these figures serve to indicate the relative strength

of the transitions while taking into account the overall frequencieadf of the categories.

SVS NoSVS
WACT 136.0% 19.6%
MOVE (9.07) (4.65)

w uTT+ACT | 13.6% 21.2%

ACK_UND+MOVE | (5.02) (12.40)
H_UTT
REFERENT
W_UTT 0% 0%
ACK_BEHAVIOR (-1.38) (-1.57)

W UTT 7.2% 14.0%

ACK_UNDERSTAND | (-0.37) (3.76)

TN

Figure 6-3. Conditional probabilities (percentages) and-scores (in parenthesis) for models
of piece referents.

If the pairs had been performing according to the principle of leasbodditive effort, we should
expect to find the transition between the Helper referent and the Wodwement more often
than when there was no shared visual space. Similarly, when they had no phaect sely on
for grounding, we should expect that they would more frequently verbalhpatidge the

referent or move the piece while issuing a verbal acknowledgement.

The data revealed that when the pairs had immediately availabld sigral information they
were much more likely to simply move the piece than to either move thegmid@cknowledge
that they had done so or simply acknowledge the statement (for the cqﬁlirasiﬁg): 12.641p
< 0.001). When the pairs had a shared visual space, the Worker typically resfmtiae
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referent by simply moving the piece (as seen in the example in the lefsidaraf Table 6-3).
However, when there was no shared visual space, the Worker typicakyl e piece and

provided evidence using spoken language (as seen in the right side db-Bable

Table 6-3. Excerpts of pairs making object references with and #iout shared visual

information.
Immediate shared visual information No shared visual information
Helper:  OK, and the orange Helper: Um, and then there’s an orange
brownish one
Worker:  [Moved correct piece] Worker: [Moved correct piece]
Helper:  Um, touching the right corner, right top ~ Worker: Yeah. Got it.
corner of the dark blue.
Helper: That's touching the right top of

the blue one

6.7.2 Positioning a piece

As in the prior model, when the Helper gave directives on where to positioretiee thie Worker
could respond in several ways depending on whether or not they were taking thentoedia
account. In order to explore whether this were the case, another cominactiyred aspect of
the task—the component subtask of successfully positioning a puzzle pieicetinét

workspace—was examined for sequential structure.

This process typically begins with the Helper issuing a statengentdiag where a puzzle piece
should be placed. For example, “You should put it in the upper-left cornernhikaistable as
described above was constructed but the Given categories were depidicthe appropriate

codes representing utterances about positional informadiaiT(Teosmion; ~H_UT Tposimion)-

A 2 (No SVS; Immediate) x 2 H_UTTposmon; ~H_UTTrosmon) X 13 @ll Categories) matrix
was again constructed. An initial test of the model of independenceaé\sighificant structure
in the SVS x Given x Target matri@?(m, = 408.4p < 0.001). This provided statistical license to

investigate the sequential structure in a more detailed fashion.

Examining whether or not this structure varied across experimentalioasdifjain requires a
test of whether the interaction of Given and Target categoriesivacross the experimental
conditions. The results suggest that the three-way interaction vmlis‘cgnificant(ﬁz(lz) =21.2,
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p < 0.05). Once again, this implies that there is sequential struittive data, and that it varies

across experimental conditions.

The main effects model was examined for significant sequentialigtewmd differences across
conditions of shared visual information, in order to understand spegificaéire the sequential
differences occurred. Figure 6-4 shows that following the Helper’'s deearigtpiece placement
(H_UTTerosimon), the Worker moved the piece into the workspace 36.8% of the time when an
immediate shared visual space was available and only used verbal acigewdats of any sort
in 12% of the cases (combining the three other categories displayedvétowhen the pairs
did not have a shared visual space, they simply positioned the piece only 1Th@%%rok.
Instead, the Helper issued an acknowledgement along with their positioning df3t#84ime

and simply stated their understanding of where the piece should go 25.3% wictlfeetierving
the actual positioning of the piece an indeterminate number of turns late

SVS No SVS

W AT 36.8% 17.0%
POS (6.74) (1.01)

w uTT+acT | 5.3% 13.2%
ACK_BEH+POS (0.38) (6.36)

H_UTT
POSITION

W_UTT 1.5% 2.7%
ACK_BEHAVIOR | (0.18) (1.98)

W UTT 5.2% 25.3%

ACK_UNDERSTAND | (-1.15) (9.89)

AN

Figure 6-4. Conditional probabilities (percentages) anad-scores (in parenthesis) for models

of piece position statements.

These differences were tested using a Chi-square analysis andigterasined that when the
pairs had a shared visual space they were much more likely to simplymequiede than to
either move the piece and acknowledge that they had done so or simply acknalhdedge
statement (for the contraﬁ(l‘ N-164)= 34.427p < 0.001).

When the pairs had a shared visual space, the Worker typically respornidegbositional
information by positioning the piece (as seen in the left hand side of Tdhpléi6wever, when
there was no shared visual space, the Worker typically positionecetieegrid provided
evidence of the action through spoken language (as seen in the right adideos-4).
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Table 6-4. Excerpts of pairs making positional references with andithout shared visual

information.

Immediate shared visual information

No shared visual information

Helper:  Put it corner to corner in the lower
left

Worker:  [Positioned piece correctly]

Helper: Now take a light blue

Helper:  And its bottom left corner touches
the top right corner of the purple
one

Worker:  [Positioned piece correctly]

Worker:  Mmm-kay, got it

Helper:  OK

WORKER:
Action Move

WORKER:
Action Position

WORKER:
Act Move + Verbal Acl

)

HELPER:
Verbal Referent

HELPER:
Werbal Position

Y

workeR l:

\ WORKER:

Verbal Ack

151X

gy

{}

Act Pos + Verbal Ack
WORKER: /

Verbal Ack

=4

Refer to
piece

Verify
referent

Describe
position

Finish
or repeat

Verify
position

Figure 6-5. Most probable paths through the arrangement of codes startiwith a piece of

referent initiated by the Helper for both when the pairs had accss to visual information

(green) and when they did not (red).

Subsequent analyses have demonstrated that chaining these analysese¢grals interaction

patterns across task components. For example, Figure 6-5 illustratesstiéety path through

the coded behaviors taken by pairs when placing a piece in the workspaceouHeaa gee that

the patterns differ between the cases where there is shared mistabition (green) and those
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where there is not (red). These patterns can be developed to givensight into the points in
the task process at which different benefits are accrued. In this,figig during referent

verification and position verification where the sequences diverge.

6.8 Discussion

These analyses provided quantitative evidence that the pairs usedithénfggmation in two
major ways. First, they used the visual information to serve as a ffioren¢ and less
ambiguous source of confirmation. For example, with a shared visual workbkpgusErs were
less likely to explicitly verify their actions with speech. Rathery tieéied on more accurate
visual information to provide the necessary communicative and coovdirtaes. This was
particularly evident both when the pairs made use of the visual informtatsupport referential
identity and spatial commands. Secondly, they took advantage of the mfsualation to
recognize and remedy inconsistencies in their shared model of thefsteggask. For example,
pairs were able to detect errors earlier in the course of theiramor remedy the situation in a
timely fashion before their actions became nested and they needseitt through several

previous task states in order to fix any problems.

Overall, these results presented a much more detailed process mbaédelaf/s in which the
media interacted with the pairs’ behavioral patterns over the durattbe tdsk. They clearly
demonstrated that partners adapted their communication to the presehserare of shared
visual information. When a shared view of the workspace was availab\gditkers were more
likely to let their actions “speak” and provide evidence of their cohgmrgion. They were less
likely to present verbal acknowledgements both when attempting to tedgaoper puzzle piece
and when positioning a relevant piece within the workspace. The seqaeatides presented in
this paper demonstrated that the Workers’ actions replaced altytigrance or action +
utterance sequence when they knew that the Helper could see what th&pingr Similarly,

the Helpers were more likely to use the Workers’ actions as evidence o$tandéng by simply
following the actions with their next description. By using actions to helpngt their utterances,
pairs in the shared visual space condition were able to communicateffimeatly. This work
provided a necessary step towards developing a model of interaction in #ecpregshared
visual information, the topic of the third and final stage of this work.
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Chapter 7

Developing a Model of Referring Behavior in the

Presence of Shared Visual Information®’

The changes in patterns of language described in previous chapters providéadion for a
model of referring behavior in the presence of shared visual informatiore Stueses
demonstrated how pairs made use of shared visual information and how itdatfiedtenbility to
establish common ground and maintain situation awareness; and in doing s&dtthk& use of
particular types of linguistic entities. In addition, the previous eratgmonstrated how shared
access to visual information impacts dialogue acts and their sedjganiiéure. Yet, while these
studies demonstrated a clear relationship between the form of visurahdtion available and the
referring expressions used, they did not explain how the relationship waiktngtheories of
how visual information combines with linguistic information are undeipdcand a more
detailed description of how these two forms of information combine to pradfeaive
reference is needed. This requires deeper insight into the paraaidterdinguistic mechanisms
involved, including syntax and discourse level features, as well asea latierstanding of the
explicit features of visual information that lead to successfeteace. It is the goal of the work

" Portions of the work presented in this chapterewiginally published in Gergle, D. (2006). What's
There to Talk About? A Multi-Modal Model of Refemg Behavior in the Presence of Shared Visual
Information. InProceedings of European Chapter of the AssocidioiComputational Linguistics (EACL
2006) Conference Companigop. 7-14.; and in Gergle, D. (2005). The Valu&béred Visual Space for
Collaborative Physical Tasks. Rroceedings of the ACM Conference on Human Faa@o@omputing
Systems (CHI 2005), Extended Abstrapfs 1116-1117. NY: ACM Press.
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presented in the remaining chapters to produce a detailed process moebgbltbitlty describes
how visual information and linguistic information combine to account fopétierns of referring

behavior observed in the puzzle studies.

As demonstrated in the previous chapters, shared visual informationveaa hmeajor impact on
collaborative task performance, communication efficiency, and communicatioesges. One
mechanism continually identified as a central contributor to thesditserboth in the puzzle
studies and in a host of other task-oriented studies (Bagbatd1996; Daly-Jones et al., 1998;
Fussell et al., 2003a; Gergle et al., 2004b; Karsenty, 1999; Kraut 20@8)—is the ability of
conversational pairs to leverage shared visual information to supficigréfand unambiguous
object reference. This is evidenced by a pair’s use of efficietirgg expressions such as
“this,” and “that,” when making reference to objects with otherwisetfgnand complex
linguistic labels. As shown in Chapter 3, the pairs were more likely tacepdnger noun phrase
(NP) descriptions with pronouns such as “that” when shared visual informveds available.

This use of pronouns is demonstrated once again in Table 7-1.

Table 7-1. Use of deictic pronouns with and without shared visuatformation.

Immediate shared visual information No shared visual information

Helper: And that over... put that on top of the Helper: The bright blue’s, the bright
red one. blue’s, um, bottom left corner
touches the bright red’s upper
right corner.

This work illustrates how a feature-based representation adkieual information combines
with linguistic cues to enable effective pronominal referenceréimaining chapters present a
computational model of how people use visual information to support pronoun resdiigon.
current chapter presents background information, motivation and rationtie fihvosen
modeling approach, and an overview of the modeling framework, while the imp&tinent
details and model evaluations are presented in Chapter 8. A major gaalveditk is to evaluate
a language-only model, a visual-only model, and an integrated model of refersnic¢ion

when applied to a portion of the data from BuzZLE CORPU®’. Results from a corpus-based

8 The PUZZLE CORPUS refers to the data gatheredyubie puzzle task paradigm and contains the
complete collection of data from the studies presgim Table 2-1.
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analysis demonstrate that the integrated model significanthgidatms both the language-only

model and the visual-only model as a model of reference resolution.

7.1 Introduction

Literature in the psycholinguistics and computational linguistics conmiasisiuggests that a
number of parameters in thieguistic contexplay a central role in governing effective reference.
Language-based accounts of reference typically describe the comb@etisyntax, discourse
metrics, and lightweight semantics as major contributors to sebditional patterns and forms

of referring expressions. However, if we rely solely on language-basedras@nd accept their
dependence on linguistic context, a number of discrepancies appear whenrex#meimiata

from thePUZZLE CORPUS For example, the pairs often used pronouns such as “this” when the
linguistic context was such that a pronoun was not licensed becausgsitedant hadn’'t been
mentioned in conversation. They also used full NPs when principlegjafdtic salience
suggested that a pronoun was appropriate. And they often hedged in théia psermun and
accompanied it with a full or partial NP (e.g., “take that [...] orange pae&n though a pronoun
was linguistically licensed. While these are just brief examples, arfdrlalenore detailed
presentation and discussion of these problems to §7.2, the key point is that languesge-

based accounts of discourse these are highly atypical behaviors aimd) éigjuage-based
computational models of spoken discourse fail to capture many of thesasattex following
chapters argue that a major reason for this is that language-onlisriamttea formal way of
representing the role of visual information in reference. In the followigggd argue that
language-based models of reference can be significantly improved by accoomntisgdl

salience and integrating this information with existing prirespflinguistic salience in a rule-

based computational model of referring behavior.

7.1.1 Background

A number of recent studies have demonstrated that the distribution of tigjosstic patterns
shifts depending on the speaker’s situational context. DistributionatrEatieproximity markers
(e.g.,this/herevs.that/therg change according to whether speakers perceive themselves to be
physically co-present or remote from their partner (Byron & Stoia, 208eflet al, 2004;

Levelt, 1989). The use of particular forms of referring expressiogsgersonal pronounss.
demonstrative pronounss.demonstrative descriptiopgaries depending on the local visual
context in which they are constructed (Byedral, 2005a). And people are found to use shorter
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and more syntactically simple language (Oviatt, 1997) and produce wiffendace realizations

(Cassell & Stone, 2000) when gestures accompany their speech.

More specifically, work examining dialogue patterns in collaborative emvients has
demonstrated that pairs adapt their linguistic patterns based on whbelies their partner can
see (Brennan, 2005; Clark & Krych, 2004; Gergle et al., 2004b; Kraut et al., 2008xdraple,
the data in previous chapters shows that when a speaker knows their gantsee their actions
but will incur a small delay before doing so, they increase their productfati NPs (Gergle et
al., 2004b). Similar work by Byron and colleagues (Byebal, 2005b) demonstrates that the
form of referring expression varies according to a partner’s proximitistial objects of interest.

Together this work suggests that the visual context shared by tHeduaters has a major impact
on their patterns of referring behavior. Yet, as previously mentioned, lzenahdiscourse-based
models of reference rely solely on linguistic information withegfard to the surrounding visual
environment (e.g., see Brennatnal, 1987; Hobbs, 1978; Poestal, 2004; Strube, 1998;
Tetreault, 2005). Recently, a handful of multi-modal models have emergéat¢gaate visual
information into the resolution process. However, they were designeddiobdehuman-
computer dialogue and not human-human communication, and often rely on thestestrict
assumption of communication via a command language. While these modelsatiloat
language as input, the expressions are typically part of a resttmtesin and tied to particular
functions (or commands) known by both the user and the system (e.g., “open” a “folder,” or
“delete” a “file”). Some of these models have incorporated a notionstdirgethat is integrated
with the command language. For example, the utterance “open that” acconipaaisstent
mouse pointer position in the proximity of a folder icon, can resolvprihr@un “that” to the
local folder icon. Thus, their approaches can be applied to expleiaation techniques but do
not necessarily support more general communication in the presence of skaaéthformation
(e.g., see Chast al, 2005; Hulset al, 1995; Kehler, 2000; for an interesting discussion of task
limitations in these environments see Keldeal, 1998).

The work presented in the last portion of this thesis aims to develop ladiptaicess model of
reference in an unconstrained and spontaneous dialogue environment that delgona fixed
grammar or vocabulary. As will be discussed in 87.1.2.1, such a model cart so@foture

testing of theoretical claims regarding the state of a speaktaal model of their
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conversational partner, and can be used to account for the patternsesfaefebserved in

experimental settings with a variety of contextual and visual conditi

At a more practical level, this work evaluates the performancevefadypothesized models of
reference resolution in contexts where speakers may or may noast@ranon visual
workspace. In particular, it compares three alternative hypothesedinggde likely impact of
linguistic and visual salience on referring behavior. The first hypistsaggests that visual
information is disregarded and that linguistic salience prodd#iient information to describe
patterns of referring expressions. While the experimental eviderthe prior chapters clearly
demonstrates that this approach is incorrect, the vast majorityngfutational models of
reference resolution operate under this assumption. A second hypothesssstigderisual
salience overrides any linguistic salience in governing the use afimgfexpressions. Finally,
the third hypothesis posits that a balance of linguistic and visuatisali® needed in order to

account for patterns of referring expressions.

The remainder of this chapter begins with a discussion of the niotiat developing a
computational model followed by a description of three models used to ettore
aforementioned hypotheses. The subsequent chapter describes thefdbilsplementation
and describes a study performed to assess the performance of the maslstsidyipresents a

hand-processed evaluation of the three models on a subsePofahieE CORPUS]ata.

7.1.2 Motivation

There are several motivating factors for developing a computatiad#|raf referring behavior
in shared visual contexts. First, an integrated model provides ar deepeetical understanding
of how humans make use of various forms of shared visual information invbgiday
communication. Second, an explicit computational model can be used to informelapdeent
of a range of technologies to support distributed group collaboration and edediat
communication. Finally, an integrated model can be used to increase theesbuastexisting
interactive agents and dialogue managers that converse with hummaakworld situated

environments.

7.1.2.1 Theoretical motivation

A number of behavioral studies have demonstrated the need for a moreldb&nletical

understanding of human referring behavior in the presence of shared visuahtidorm
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Although these studies have suggested that shared visual inforntadidrttze objects and
workspace can significantly impact collaboration and communicationkirotéented interactions
(Karsenty, 1999; Kraut et al., 2003; Monk & Watts, 2000; Nardi et al., 1993;Hkelsky,

1995; Whittaker, 2003), an explicit theoretical description of how thisgsilpie and the
mechanisms by which it occurs are left unspecified. In fact, whilk'€l&rounding Theory
provides an excellent conceptualization of human communication and langeageaipint
activity, it remains rather modest in the details it provialesut the mechanisms and processes
that underlie successful communication. A detailed computati@satigtion of these processes
can put the theory on stronger footing, provide insight into why particular coroationi

patterns occur, and expose implicit and possibly inadequate simplifgngpgons underlying

our current theoretical understanding.

In an attempt to partially address this deficit, Pickering and Ga2@@#j introduced a
mechanistic account of dialogue that details how automatic aligrohénguistic

representations occurs and how this alignment influences the produdicpnraprehension of
language in group settings. However, a great deal of controversy surtbisndisscription and

its treatment of the speakers as egocentric producers and consulaeguafie. This work
highlights a major theoretical controversy surrounding the questiwhether or not speakers
model a listener’s state of knowledge. A large body of literatugigests that speakers account
for others during the generation and comprehension stages of communicatio &
Tanenhaus, 2004; Haneaal, 2003; Lockridge & Brennan, 2002; Nadig & Sedivy, 2002), while
other researchers suggest that this is not always the case (Brbeth &987; Ferreira & Dell,
2000). still other researchers suggest that a model of the addseadateistage corrective
mechanism that only comes into play after the original mental forimulat the utterance yet
before the physical articulation (Horton & Keysar, 1996; Kegsa, 2000; Keysaket al, 1998).
This stands in contrast to the notion that pre-articulation formatidreaftterance is done in a
manner consistent with the addressee’s current state of knowledgeesmtidra (e.g., Clark &
Marshall, 1981). Still, other researchers have suggested hybrid acdmirgsggest the degree to
which a partner is modeled is based on the salience and accessibilitgontineual

information (Hanna & Tanenhaus, 2004). Together, these empirical gudpEse a rich variety
of theoretical rationale for patterns of referring behavior in sthahvironments. The modeling
architecture used for the models is flexible enough to accommodate arrafriitese proposed

processes and can aid in the investigation of a number of theoretitatlsting phenomena.
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In addition to these studies questioning the basic theoretical ratlmtzled reference and
partner modeling, a number of studies have explored situated language use andthe role t
situational context plays in reference. The technique of eye-tigablas provided a measure of
temporal precision in examining the role played by visual informatioritaintfluence on
language formation and understanding (e.g., see Tanenhaus & Spivey-Knowlton, 1996;
Tanenhaugt al, 1995). These studies have shown that pairs performing referential
communication tasks, similar to the puzzle studies, integrate wdoaiiation very early on in
the formation of utterances (Eberhatdal, 1995; Lockridge & Brennan, 2002; Tanenhaus et al.,
1995). Even studies that suggest that integration does not occur untit ke production
process, claim it typically takes place before the physical atticnlaf the speech (Keysar et al.,
2000). In addition, experimental data suggest that speakers attempt tstdakccount what it is
their partners can see during generation and comprehension and continuallyhipdate t
information with other lexical and discourse-based constraintsk WyoChambers and
colleagues (Chambeed al, 2002) describes how the domain of interpretation is updated in a
speaker’s internal model in a real-time fashion, and how this influemee®mprehension of

particular referring expressions (see also Allopestreal, 1998).

A computational modeling framework that can be used to explore thesditte grarameters
will fulfill four major requirements. First, the framework nee¢dse able to account for
continuous speech, not just single utterances or contributions. It should e atdeunt for
mixed-initiative dialogues, as opposed to monologues, since communicatonlisgonstructed
and a number of discourse-level factors play a role in refer€ecend, the modeling
environment needs to be able to handle a number of visual and situational céstekssussed
in prior chapters, a wide variety of visual features and paramegsrs pble in the construction
and comprehension of referring expressions. A complete model must be aloleuiot &or such
variability. Third, flexibility in representing the state of variousocdiurse participants needs to be
available. For example, the current theoretical debate regarding/eéhs partner modeling
could be put on stronger footing if a computational framework can explicittyresine
differences proposed by competing theorists and evaluate performance on tbéthasiseories.
To do this, the modeling framework needs to be flexible enough to capture not onlg wha
linguistically and visually available to the speaker, but also Wieaspeaker believes to be
available to their partner. Finally, if a computational model is gtwrige useful for providing
insight into collaboration and reference in task-oriented visual donthaime-course with

which reference resolution occurs needs to be flexible. A number ohegxtstinputational
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models perform resolution at utterance segments. In other words, diteyntil a full sentence is
available to the model and then resolution is performed. However, sropirical evidence
demonstrates that the context in which the resolution occurs is updateshlirtime, word-by-
word (if not finer) fashion. Thus, an accurate model will need to be aamiecital one
(Allopenna et al., 1998; Chambers et al., 2002; Eberhard et al., 1995) that allavwsdation

between the visual and linguistic information at a finer time eotlvan a complete utterance.

7.1.2.2 Applied motivation

A computational model may also make valuable contributions to applieatckse the area of
computer-mediated communication. Video-mediated communication systhared media

spaces, and collaborative virtual environments are technologies devébopupport joint

activities between geographically distributed groups. However, thalvigormation provided in
each of these technologies may vary drastically. As demonstratetién eaapters, a variety of
visual factors may impact communication and collaborative perform@iheeshared field of

view can vary, views may be misaligned between speaking partners, ayslafdatze sort

generated by network congestion may unintentionally disrupt criticahiattion required for
successful communication (Brennan, 1990, 2005; Gergle et al., 2004b, 2006, Under Réwgew). T
model described in this chapter could be used along with a detailed tasisatwalgform the

design and development of such technologies.

A final motivation for this work is to improve the performance of steéttie-art models of
communication currently used to support conversational interactions witlgeneagents

(Allen et al, 2005; Devaulet al, 2005; Gorniak & Roy, 2004). Many of these systems rely on
discourse state and prior linguistic contributions to successfullivessgierences in a given
utterance. However, recent technological advances have createtlinpigsrfor human-human
and human-agent interactions in a wide variety of contexts that inclsuld wbjects of interest.
Such systems may benefit from a computational model of how collaboratiseagdajpt their
language in the presence or absence of shared visual information. Asfulco@®putational
model of referring behavior in the presence of visual information coultleeagents to emulate

many elements of more natural and realistic human conversational behavior
To summarize, a theoretically viable modeling environment will (&pine be able to handle

continuous conversations from more than just a single speaker. It wiiRalseed to be flexible

in its ability to model a number of situated environments that may inchuglgidtic as well as
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visual entities. It should (3) contain a notion of group salience and thg #biitodel both ego-
centric as well as partner-modeling approaches. And (4) it ought to leaability to resolve
conversation at a finer level of granularity than the simple sentemadlyFin order to support
practical application of the model, it should (5) be fully expressed catignally and able to
augment or interact with existing dialogue managers and systems. Witdtial modeling
evaluations presented in Chapter 8 do not explore all of these parametarshitectural
framework is developed with a flexibility that allows it to handle thide variety of constraints.

7.2 Reference in collaborative discourse

Reference is the act of using language (spoken or written) or gastereble a recipient (a
reader, listener or viewer) to identify something (Yule, 1996). Itrisrakto naturally occurring
discourse and a major factor in determining the coherence of a given etioviaisexcerpt.
Natural language provides a number of ways for someone to refer to thirfgs pirevious
example presented in Table 7-1, the entity described as “the bright bbk& iy the Helper may

subsequently be referenced using a variety of forms sudhthss, that, the piecethat bright

blue onethe brightest blue piecetc. Each of these referring expressions contains clues about
the status of a given entity in a pair’s current model of the discounsdg(CL976; Gundadt al,
1993; Prince, 1981). For example, it is unlikely that the Helper would usedheupr “it’ to

refer to “the bright blue blo¢kf they have since discussed several other pieces. Similarly, the

Helper should use “the brightest blue piéamly if he knows that he shares visual access to three

blocks that are different shades of blue with his partner.

A review of the computational linguistics literature reveals a numbdiscourse models that
describe referring behaviors in written, and to a lesser extent, spokerrsis(foua recent
review see Tetreault, 2005). These include models based primarily on wowitekige (e.g.,
Hobbset al, 1993), syntax-based methods (e.g., Hobbs, 1978), and those that integrate a
combination of syntax, semantics and discourse structure (e.g., & @sA995; Strube, 1998;
Tetreault, 2001). A number of these models are salience-based approacdiedsgtistic
entities are ranked according to how salient they are to theespmdistener based on their

grammatical function, number of prior mentions, prosodic markers, etc.

7.2.1 Linguistic context in support of reference

In spoken dialogue, licensed referents are often introduced through thiengagtic context Of
all available linguistic entities, there is often one that is thoulgs the current topic of
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discussion (also known as a focus) (Gresal, 1983, 1995; Grosz & Sidner, 1986), and
speakers can make reference to this entity in a variety of ways d€oaggain, the following
example drawn from theuzzLE CORPUSw~hereby a Helper describes to a Worker how to
construct an arrangement of colored blocks so they match a solution only tke héslyisual

access to:

(7.1) Helper: Take the dark red piece

Helper: Overlap ibver the orange halfway.

In excerpt (7.1, the first utterance uses the definite-NP “the dark red piedatroduce a new

discourse entity. This phrase refers to an actual puzzle piece sreatchbor attribute of dark red
and resides in the shared workspace. Assuming the Worker has correatljheasterance, the
Helper can now expect the entity to be a shared element that is et docus as established by
the linguistic context. This status provides license for the @arlpiece to be subsequently
referred to using a pronominal expression such as thia tihe second utterance. This use of a
pronoun to refer to a prior entity in the discourse is known as anapéfaience. The referring

expression is the “it and the object being addressed is known as the referent.

7.2.2 Visual context in support of reference

In contrast to the examples presented in the previous section, during askedollaborations
with physical objects, theisual contexbften plays a critical role in determining which objects
are salient parts of a conversation. In the following example it is not mbeclyguistic context
that determines the potential antecedents for a pronominal expressialsdailie shared visual

context, for example:

(7.2) Helper: All right, uh, take, um, the darkest orange block
Worker: OK.

9 A number of stylistic conventions are used to enéshe interaction excerpts. Spoken utterancesiron
a speaker role followed by a transcription of titenance. The spoken utterance is presented using a
Roman typeface. Referring expressions or pronoantamed within the utterance are presented using a
underlined Roman typefacEinally, visual actions are contained within tkets, “[* and “]” and a

description of the action is provided usingltalicized typeface
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Worker: [moved incorrect piege
Helper: Oh, thas not it

In excerpt (7.2), both the linguistic and visual information provide entiiagscould be potential
targets of a referential expression. In this excerpt, the fiosiopn “that’ specifies the
“[incorrect piec that was physically moved into the shared visual context. While ttende
pronoun, “it” has as its antecedent the object co-specified by the defiRitikd darkest orange
block”

Another example of a common problem when applying models based exclusively astiingui
properties to the puzzle study data is in the prediction of the use of a pronounoliothiad
example, the visual information creates ambiguity for the pair thalisen a full NP being
repeated, while a model based solely on linguistic context would clasmat ineeded.

(7.3) Helper: The bluish blodjoes in the upper right corner.
Worker: Blue block positioned in the shared worksgace
Worker: [Green block re-positioned in the shared workspace
Helper: The bluish blockhould be all the way in the corner.

In excerpt (7.3), if the model only accounted for the spoken contributions aedated the two

visible moves in the middle of the excerpt, the repeated use of “The blaciin the last

utterance would seem incoherent. Rather, the use of a pronoun_(eskyoulld be all the way in
the corner”) would seem to be a more coherent statement. However, this edemgiestrates
that the visual information introduces ambiguity regarding the nadishs entity for the pair, and
hence, what entity is the most likely referent of a pronominaiesspon. The bluish block is one
likely referent, since it has been mentioned and subsequently movedvétpthie movement of
the “[Blue blocK’ is immediately followed by the ‘Green block being moved. In this case, the
“[ Green blocK is the most recently activated visual object in the shared Mgarkspace. This

situation creates an ambiguity between the linguistically sadiaity (i.e., “The bluish block
and the visually salient entity (i.e. Gfeen blocK). For this reason the Helper, quite
appropriately, repeats the full NP of “The bluish bloickthe last utterance. This is done in order

to circumvent any confusion that might arise from having a linguistioyeaiiia visual entity as

possible referents of a pronominal expression.
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Finally, there are a number of occasions where seemingly ambiguetringepatterns appear in

the speech streams when shared visual information is availabéxafoiple:

(7.4) Helper: There is an orange-red bltithkt obscures half of, it

and itis to the left of it

(7.5) Helper: Take thaho thaf yeah itgoes to the lower left.

A number of existing computational models of reference resolution will @etyresolve the
pronoun in excerpt (7.1) but fail to do so in excerpts (7.2), (7.4) and (7.5). Simhargaine
models would have difficulty describing the use of the repeated NP irpexee3). Without
becoming prematurely mired in the details of any particular model, mostuysro@solution
models would fail for a number of reasons. In the simplest case, if the doedenot account for
the visible objects in the surrounding visual context, in excerpt (A& ihcorrectly resolve the

“that” to “the darkest orange bloc¢kHowever, if the visual object were simply included as a

potential referent in the model, it is still not clear what preceeleanking it should achieve
relative to the linguistic entities and other surrounding visualiestin typical language-only
models, the ranking of available entities for a given referring exjme is primarily the result of
grammatical function. For example, subjects are more likely rgfetiean direct objects, which
in turn are more likely than indirect objects. A similar ranking would nede testablished for

visual objects, and a method for combining the rankings needs to be addressed.

Together these examples demonstrate a number of waysmthahe linguistic and visual context
play a central role in the ability of the conversational pairs tkernae of efficient
communication tactics such as pronominal reference. In order to sucgesstalint for many of
these patterns, two goals must be met. First, a method needs to be defarloppturing and
ranking potential visual objects in the shared context. Second, a thorougstandieg needs to
be established for describing how linguistic and visual ranking combirgsalt in an ordering
that accounts for the referring behaviors of humans in real-world sitesat@@nments. To do
this requires a deeper understanding of how the visual elements and kingjeisients are
combined in an integrated shared model of reference.
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7.2.3 Toward an integrated model

The problems presented in the last section are often compounded in realndartshgouter-
mediated environments since the visual information can take many formastmice, pairs of
interlocutors may have different viewpoints which could resultffierdint objects being occluded
for the speaker and the listener. In geographically distributed calkidog, a conversational
partner may only see a subset of the visual space due to a limited fiedd/@rovided by a

camera. Similarly, the speed of the visual update may be slowed by nebmgdstion.

Byron and colleagues recently performed a preliminary investigatitre able of shared visual
information in a task-oriented, human-to-human collaborative vietodronment (Byron et al.,
2005b). They compared the results of a language-only model with a visual-only madel, a
developed a visual salience algorithm to rank the visual objects aggtodecency, exposure
time, and visual uniqueness. In a hand-processed evaluation, they found that@nysordel
accounted for 31.3% of the referring expressions, and that adding serasinintions (e.g.,
“open that” could only match objects that could be opened, such as a door) increasethped
to 52.2%. These values can be compared with a language-only model with sem@stiiaints

that accounted for 58.2% of the referring expressions.

While Byron’s visual-only model uses semantic selection restrictolimit the number of

visible entities that can be referenced, her model differs from the apokted here in that it
does not make simultaneous use of linguistic salience information basexldiscitburse content.
So, for example, referring expressions cannot be resolved to entitieavbdiden mentioned but
which are not visible. Furthermore, all other things equal, it coultifaédsolve references that
the linguistic context determines are highly salient and the \isuééxt does not. Therefore, in
addition to language-only and visual-only models, these chapters develdpgratad model

that uses both linguistic and visual salience to support referentatic@sdn addition, | extend
these models to the new task domain of the puzzle study which permits alatan@ate
understanding of referential patterns in the presence of vadous bf shared visual information.
This corpus also allows a decomposition of the various features of sharadnigrmation in
order to better understand their independent effects on referring bshavio

The remainder of this chapter describes an overview of the modelingvixark and rationale for
its development, a description of the puzzle corpus used to evaluate the mmuatlals paerview
of the major hypotheses that are tested in Chapter 8.
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7.3 The general modeling framework

The modeling framework developed for this work aims to address thargrieguirements
defined in §7.1.2. It augments a rule-based model of spoken discourse in ombeurat for the
reference patterns found in various visual conditions oPtigZLE CORPUS The approach
adopts the ideas of Centering Theory originally developed by Grosz and call¢&gosz et al.,
1983, 1995).

7.3.1 A centering approach

Centering Theory is a dynamic model that was developed to descrimeifing attentional state
of discourse participants. It has been used to explore such linguistiptasd¢he given/new
distinction, common ground, discourse object salience, and the impact distawggeshas on
interpretation and understanding (Brennan, 1995; Hudsah 1986). It provides a real-time,
dynamic method for tracking discourse focus and captures the notidiss@idirse entity salience
and discourse coherence. In doing so, it provides a means to describe émiabfaymplexity

of a discourse as well as a method to describe the occurrence of parnicukaof referring
expressions. As a dynamic model of running discourse, it satisfiésstrend third requirements
outlined in 87.1.2. It provides a processing account of dialogue, as opposed td isolate or
sentences, and it captures a notion of group salience that can accouhefaireego-centric
account of dialogue or a view more compatible with Clark’s view of partndelimg and

grounding.

Another benefit of the centering model is that it characterizescthatdo which a given
discourse segment is understandable based on the form of topic transiti@enbeontributions,
and the way in which speakers maintain old entities and introduce new oheis @vblving
internal model of the discourse. In addition, it is considered by many to be ¢reenobte
psychologically plausible models for describing referential behavigrdkes interactions.
However, in its original formulation, Centering Theory focused prignari linguistic context,
and in doing so it fails to account for many of the referential patterns foluei visual context
plays a role, as described in §7.2.2. However, Centering Theory’s notionws$tiogalience
provides an architecture that can be modified to account for visu&emastwell. In this way, it
satisfies the second major constraint that the modeling environment Ideflexd adaptive in its
ability to model more than just linguistic context.
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As a theory ofliscourse saliengeCentering Theory aims to describe which discourse entities are
most likely to be at the center of conversational attention at any ginenlh other words, it
describes the entities that are the most salient to the comveasgiarticipants at any given time
and therefore may be the most likely candidates for pronominalizatianth&ory ofdiscourse
coherenceit attempts to characterize how understandable a given discoursenségrbased on

the form of topic transitions between utterances and the way in whispe¢h&ers maintain old
discourse entities and introduce new ones in their evolving internal widithel discourse. In this
way, it provides a description of the relative ease with which a gigeouwlise can be understood
and offers testable predictions about preferred surface gragaihfatims based on the
psychological processing requirements that underlie comprehension.

Centering Theory achieves this with a system of rules and consthahisteract with existing
semantic restrictions and world knowledge while making use of datausesitd capture the
local attentional focus. Together these elements govern the relgiiohstiveen the discourse
content and the surface forms of the utterances generated by the coowvalrgatiticipants. The
original Brennan and colleagues (Brennan et al., 1987) algorithm for centeprayided in

Appendix B.

7.3.2 The Left-Right Centering algorithm

One area where the original formulation of Centering Theory and itedeligorithms (Brennan
et al., 1987) are deficient is in the ability to describe refergnaa online and real-time fashion
similar to the experimental descriptions described in the psychdiigs literature (Allopenna et
al., 1998; Chambers et al., 2002). This poses a problem for extending the modeltd far
visual information, since the stream of visual information is coiotiis and not easily partitioned
into discrete bins in the same way as utterances or sentence®fffRight Centering (LRC)
algorithm (Tetreault, 2001, 2005) was developed to address this dafiaihakes provisions for
the incremental resolution of pronouns (for a theoretical discussibesd# tssues see Kehler,
1997). The LRC algorithm does this by maintaining a partially-orderedf [gotential entities
that are available at any given point during the construction of an uttefdriselynamic, real-
time list of entities allows one to capture the attentional stadedisfcourse at a finer level of
granularity than previous algorithms. The details of this algorithm aedtiémsion to the original
Brennan and colleagues definition (Brennan et al., 1987) is provided in Appendix C.

137



The LRC’s ability to address incrementality has the fortunate side effpobviding a
mechanism that allows the centering model to deal elegantly with contingoas mformation.
Therefore, in addition to getting the plausibility as a psychologiealig model, there is a major
practical advantage to using the LRC approach in that it resolvesriantally, which is
extremely useful for a model that aims to resolve pronouns with a contirtoeas ©f

constantly changing visual information. Thus, the LRC model serves to saddedourth major
constraint which is to have a model that can resolve conversation at @¥ielesflgranularity
than the simple sentence.

7.3.3 Overview of the modeling architecture

In this section, | present an overview of the major components of the modehmgafork, while
a more detailed description of the implementation details is resemw&héapter 8. The major
components are presented in Figure 7-1 and consist of a Running Discoursg Hi$tansient
Knowledge Base, a World Knowledge component, and a set of proposed rankegjestrimr
ordering the entities contained in the Transient Knowledge Base.

The Running Discourse History captures the spoken utterances, aatioigjects in the shared
visual environment and their corresponding timing information. These tdeéans are then
parsed to extract the entities needed for inclusion in the dynamicallgdndaked-list of
entities that comprise the Transient Knowledge Base. The majmfdima Transient Knowledge
Base is to capture the salience of the various entities irea digcourse context at any given
time. It includes both the visual and linguistic entities that may betbets of future referential
expressions. Before a referring expression can be successfully desbbé/gVorld Knowledge
applies selectional restrictions to elements in the Transiemiviedge Base. For example, the
World Knowledge module is responsible for imposing verb projection réstiscsuch as the
restriction that the object following the verb “move” must be a “@adle” object. The following
presents a brief overview of these components and describes how they wihrértaga system
level, while a more detailed description of the components follows.
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Purely Linguistic Context
Visual information
ignored, ranking results
from syntactic info.

Transient Knowledge
Base (TKB)

Purely Visual Context

Visual information Maintains a ranked list of
completely overrides accessible entities
syntactic ranking.

{ a,,aydg ., dy } \ Running Discourse History
H.

H: Alright, take the dark orange block
W: 0K
resolves referent

and describes W: [Moves Imcorr‘ect piece]
coherence H: Oh, that's not it
H:...

d)ropositional
representation

Figure 7-1. Modeling framework. Basic components (blue) and hypo#sized ranking

Integrated Approach
Syntactic and visual
entities merged and re-
ranked according to rules.

semantic
restrictions
applied

World Knowledge

strategies (yellow).

To summarize, the basic flow of the modeling framework is as follows:
1. Parse the Running Discourse History to extract potential refdrentiies from both
the visual and linguistic contexts.
Populate the Transient Knowledge Base with the linguistic and vistigée.
3. Rank the entities in the list according to a devised set of rulesdemgimatical
function or visual salience).
4. Filter and combine the multi-modal representations of entities usiystensof rules
and constraints.
5. When a pronoun is encountered:
a. Apply syntactic agreement constraints. These are constraints thet ans
match between the pronoun and the features of the referent. For example, a
plural pronoun such as “they” must match in number agreement to its
referent. So “the blocks” is a legal referent, while “the block” Wmdt be.
Agreement constraints for number (i.e., plurality), gender (male, feandle
neuter), and person (first person, second person, third person) are enforced.
b. Apply binding constraints. These are constraints based on Binding Theory
(Chomsky, 1982) that determine whether or not a pronoun needs to be bound
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to a referent in its local domain. For example, a reflexive pronoun such as
“himself” needs to be bound locally, as in the case of “John painted himself”
versus a pronoun such as “him” that cannot be bound locally, as in the case
of “John painted him.”

c. Apply semantic constraints. These are restrictions such as geremt
agreement that are culled from the World Knowledge component. For
example, the object following “move” needs to be a “moveable” object.

d. Select the most likely candidate from the top of the list thaffiestihe
syntactic agreement, binding and semantic constraints described above

7.3.3.1 Running Discourse History

The Running Discourse History captures the utterances, actions ang tifg¢can serve as
potential referents in future utterances. From these varioasrstref data we can parse and
extract the major units needed for inclusion in the models. Bouahand linguistic information
from both the Helper and Worker are captured independently and synchronized onstio¢ dasi
common timestamp. While at a first glance this approach may seem regitnaztnally allows
for the capture of cases when there are asynchronies betweésutdeow linguistic channels of
the Helper or Worker. For example, this method allows you to capture thefdtateshared
workspace for each individual if, for instance, the Helper isigealvisual feedback that is
subject to a delay as in the prior studies. Similarly, if the Helpeonly see a portion of the
visual space (as in the studies of limited field-of-view), independeapiuring their views
maintains any differences that may exist between their view andptréner’'s view. Details
about the extraction processes are presented in §8.3.

7.3.3.2 Transient Knowledge Base

At the heart of the model is the dynamically updated ranked-list itiesrithat contains the
constituent entities ordered by their relative salience. The higlrdstd entity in the Transient
Knowledge Base is considered the most likely candidate for a subsegfaenhg expression. In
this way, the Transient Knowledge Base intends to capture the dmcaatof the discourse,
whether it is a recently mentioned object or a highly prominent visiipeeothat has just been
moved in the shared workspace. The Transient Knowledge Base allosatriction of a
model that captures an egocentric model of the discourse state or arapthes that of the
speaker as well as the addressee. In its original conception, the elantkatEransient
Knowledge Base represent the joint state of the discourse and dbsuenare no asymmetries in
the model between the participants (e.g., see the original formulationsrina® et al., 1987;
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Hobbs, 1978; Strube, 1998; Tetreault, 2001). However, when asymmetriesuexisissvhen
there is an audio or visual delay and the partners have received sapfaratation regarding the
state of the task and discourse, the partner can be modeled in a coupts. dfivsh a system of
rules and Booleans can be used to capture the state of the parsaried&nowledge. The
second method is to replicate a Transient Knowledge Base for eandr pautihe discourse, and
each one contains their beliefs about their own state as well as theirgfartners. For the initial
models evaluated in this chapter, | do not address the case of asymreetpicints. However,
the construction of the architecture enables future modeling work tesadiiiese issues.

A number of algorithms have been described that describe how to rank thisftieken
discourse (Brennan et al., 1987; Strube, 1998; Tetreault, 2001). Howevendittidas been
done that explores the visual elements or an integrated model of vidualguistic context, and
how it influences the ranking of entities in a shared model of discourse.

7.3.3.2.1 Linguistic entities and their salience ranking

The linguistic entities used to populate the Transient KnowledgesBasxtracted by parsing,
chunking and tagging the utterances in the Running Discourse Histosym@kes it possible to
identify NP boundaries as well as distinguish between pronouns and othesftypesinal
expressions that should be included in the Transient Knowledge BaseaBkwaai¢nted
dialogue, such as the one captured in the puzzle studies, these elementstlyeatioverable
from the transcribed speech. While higher-order referents andalesitdies such as
propositions and events can be included in this list (Byron, 2002; EckertuB8eS2000), in the
initial modeling such elements were not included. Each linguistic oljsca mumber of features
that determines its availability as a potential referent amdntang within the list. Syntactic
information such as recency of mention, grammatical function, and informsatus can be
used to rank the objects. In addition, agreement constraints such as those lggsetboor
plurality (i.e., number) and binding constraints (ecgntra-indexingconstraints) (Chomsky,

1982; Hobbs, 1978) are used when resolving a referential expression.

7.3.3.2.2 Visual entities and their salience ranking

In addition to the linguistic entities, the Transient Knowledge Basebe populated with visual
entities. In theeUZZLE CORPUShese elements may consist of the blocks and their associated
properties. In richer visual environments the list of expected enttbelld unavoidably grow.

For example, in a 3D virtual environment this may include other avatarsilnjehe
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environment, terrain features, etc. Similarly, in a GUI environment tajsinclude icons,

pointers, windows, text objects, or graphical objects.

In thePUZZLE CORPUShe visual entities (i.e., puzzle blocks) have several relevantdeatur
whether or not the object is currently in view for Helper or Worker, the simce a piece has last
come into view, the time since a piece was last visually availablether or not the block is
currently being moved, and the time since a piece was last moved. In additigs like the

total number of times the object has been active or its visual uniquereesaparison to other
available visual objects can play a role (Byron et al., 2005b; €Zfzdi, 2005; Huls et al., 1995;
Kehler, 2000).

Obviously, there are a great number of visual features that can impaduaksalience of a
particular entity in a particular environment (see Scholl, 2001 foor@tigh review of the
literature on object-based attention). However, one particuldraéthat tends to be highly
perceptually salient is object motion. For this reason, | use motion arettdrey of object
motion (i.e., activation) as the primary visual feature in the imit@dels. If visual information,
as measured by the rather coarse attribute of perceptual salidluemdes referring behaviors
then a more complete investigation of visual salience is warrante@iimdaearch. It should be
noted that the modeling framework described here does not preclude the use oficubatea
notions of visual salience. In fact, future modeling plans include a morensygt@pproach to

examining particular visual features and their influence on group salience.

7.3.3.2.3 Integrating the elements of the linguistic and visual salience rgakin

Together, the linguistic entity list and the visual entity listiatended to capture all the entities
that could potentially be referred to in the puzzle study data. The exp&sipresented in
Chapter 8 examine the balance between visual and linguistic salietheeatffects contained in
the Transient Knowledge Base, and the hypothesized ranking strategids nsodel the

salience of the elements in a multi-modal, task-oriented environment.

7.3.3.3 World Knowledge

The World Knowledge component is used to capture any previously existirgegdsknowledge
the pairs may have and also serves to enforce semantic restrictitres elements available as
referents in the Transient Knowledge Base. This component is udeditmee or temporarily
strike out particular elements contained in the Transient KnowBdge if they do not match the
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semantic restrictions imposed by the current utterance. One exantipi isfto ensure that the
referent of “move itis indeed a “moveable” object. The current models are developedth mat
the evaluations of earlier pronoun resolution evaluations which assumerld knowledge, and
rely instead on syntactic agreement criteria and binding const(&intibe & Hahn, 1999;
Tetreault, 2001). However, this component is included in the framework intorgepport

future modeling that explores the use of lightweight notions of domain knowlédgexample,
colored stripes in the plaid pieces may be referred to by locatiotheyuare not “moveable” in
the same way that the whole block locomotes.

7.3.4 The PUZZLE CORPUS

The corpus used for model development comes from the rich collection reintede
communications captured in the puzzle task. This domain is much more diffeula twritten
corpus, in part, because of its increase in the number of disfluenciesh sppairs, repetitions,

and interruptions. In contrast to a number of other spoken dialogue corporat(@ha?005;
Gorniak & Roy, 2004; Huls et al., 1995; Kelleher & Genabith, 2004), these dialogugst @in
unconstrained, spontaneous speech with no fixed grammar or vocabulary in detatsldor
collaboration between two human participdhté/hile this may make the corpus harder to
approach from a modeling perspective, it has advantages in that any model praitluosechare
generally applicable to task-oriented spoken dialogues in other envitendata collected using
the puzzle paradigm contains over 15,000 spoken contributions with more than 5,500 referring

expressions collected from over 180 unique pairs of participants.

7.4 Proposed ranking strategies

Three ranking strategies are examined, each of which corresponds tolehkigeat method for
ranking possible referents in the Transient Knowledge Base. Thes@édsgotescribe whether
shared visual information is useful for supporting reference. The hypmteanking strategies

are represented in yellow in Figure 7-1, and are described here:

% This distinction is important in that much of tor work has examined constrained tasks such as
performing object selections in GUI environmentbdCet al., 2005; Huls et al., 1995) or those Hzate
used a constrained grammar or vocabulary (Alshd987; Huls et al., 1995) or were performed as
monologues (Chai et al., 2005; Kehler et al., 1968leher & Genabith, 2004).
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Purely linguistic contextOne hypothesis is that the visual information is completely distedar
and the entities are salient purely on the basis of linguistenation. While our prior work has
suggested this should not be the case, several existing computational fonocteda only at this

level.

Purely visual contextA second possibility is that the visual information completely odesri
linguistic salience. Thus, visual information dominates the discoursss® when it is available
and relegates linguistic information to a subordinate role. This too shouldikely given the
fact that not all discourse deals with external elements from theusding world.

A balance of syntactic and visual contexthird hypothesis is that both linguistic and visual
entities are required in order to accurately and perspicuously adoopatterns of observed
referring behavior. Salient discourse entities result from dmatance of linguistic salience and

visual salience.

The following chapter presents the implementation details of the maddldescribes an

evaluation experiment that aims to examine the details of thesebeygotheses.

144



Chapter 8

Model Evaluation®!

This chapter details the development and evaluation of a rule-baspdtational model of
reference in the presence of shared visual information. Three moelelsvaioped to address the
hypotheses presented in §7.4. They include a language-only model, a visuabdelyand an
integrated model of reference resolution. Predictions from these nasdeizade upon data from
thePUZZLE CORPU#, and evaluation results demonstrate that the integrated model sighjificant

outperforms the language-only and visual-only models of referencetiesol

The following sections present a detailed description of the modélhair development, an
empirical evaluation of their performance, and a reflection on the findimgj$uture avenues for
modeling. The hand-processed evaluation presented in this chapter uses agttnaation
methods to extract potential referential entities and is performedulnset of th@UzzLE
CORPUS

2 portions of the work presented in this chaptereweiginally published in Gergle, D. (2006). What's
There to Talk About? A Multi-Modal Model of Refemg Behavior in the Presence of Shared Visual
Information. InProceedings of European Chapter of the AssocidtioiComputational Linguistics (EACL
2006) Conference Companigop. 7-14.; and in Gergle, D. (2005). The Valu&béred Visual Space for
Collaborative Physical Tasks. Rroceedings of the ACM Conference on Human Fadao@mputing
Systems (CHI 2005), Extended Abstrapfs 1116-1117. NY: ACM Press.

%2 The PUZZLE CORPUS refers to the data gatheredjusi@ puzzle task paradigm and contains the

complete collection of data from the studies presgin Table 2-1.

145



8.1 Introduction

The initial models presented in this chapter were developed and tested oimtany ponditions
from thePUZZLE CORPUS The first was the “No Shared Visual Information” condition where
the Helper could not see the Worker’'s workspace at all. In this condii®pairs needed to
successfully complete the task using only linguistic information. Témensewas the “Shared
Visual Information” condition, where the Helper received immediatgalieedback about the
state of the Worker’s work area. In this case, the pairs could maké lnisth linguistic and
visual information in order to successfully complete the task.

Final performance of each of the models was assessed across theasmental conditions of
thePUZZLE CORPUSThis approach is a rather novel validation technique in comparison to
traditional corpus-based evaluations that often focus on model perf&marcsingle corpus.
Testing the model’'s performance across a range of controlled memeal conditions provides
more detailed information regarding its performance. For example, ¢hisigele can determine

if the language-only model performs well in cases where the pairs haohptete the task using
only language yet is insufficient when applied to cases where ttsehaal access to shared visual
information. Table 8-1 presents an overview of the testing arrangentetiteaexpected patterns

of findings to the three models.

Table 8-1. Testing plan and expected findings.

No Shared Visual Information Shared Visual Information

Language Model + -
Visual Model n/a -
Integrated Model + +

Prior research suggests that pronoun resolution models typically perftrenramge of 80-90%
on written texts. However, difficulties can arise when applying the samdsnodaiman-to-
human task-oriented spoken dialogues. Written text is often synthcficatise, fluid and well-
structured. However, multiparty spoken dialogue often produces fragimevised utterances,
and non-grammatical speech. Prior research has demonstrated thatottmegpee of reference
resolution models falls off drastically when applied to this more ehgithg domain. For example,
Tetreault’'s LRC algorithm with binding constraints only perforin§7a9% when applied to a

task-oriented dialogue between two humans in which one person’s tasktlacate and
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distribute resources in a simulated game that uses a second particgasysiem” to aid in

planning (Tetreault & Allen, 2004). Similarly, Walker (1989) found that perfamaaf the BFP
algorithm (Brennan et al., 1987) and Hobbs’ algorithm (Hobbs, 1976a, 1976b, 1978) decreases
when applied to human-to-human, keyboard-mediated dialogues that deserdoastruction of

a plastic water pump (P. Cohen, 1984); the respective algorithms perforB#e8%tand 62%3.
Therefore, if the referential patterns in #1ézZLE CORPUSare similar to those in other task-
oriented multi-party spoken domains, performance should fall in the range66fb%er the

baseline language-only algorithm.

A reasonable baseline score for applying a centering theory apprdaehpiazzle task can be
established by assessing the language model’s performance in the No Skaatthférmation
condition. In this condition the pairs can only use spoken discourse to achitaskiiberefore,
there should be no advantage to having a model that captures visual irdoronasi based solely
on visual information. The score in this condition (represented in the @fpguadrant of Table
8-1) provides a reasonable estimate for how well the centering apppaie!s 4o the puzzle task

domain.

8.2 Corpus statistics

The data selected for this evaluation were a strategic selectiothfe®dzZLE CORPUSand
included a randomly selected subset of trials from each of the experimemditions. As Table
8-2 demonstrates, the data consisted of 14 dialogues from the No Sharédnftsomeation
condition and 22 dialogues from the Shared Visual Information condition. Each ®f thes
dialogues was collected from a unique participant pair. This evatufaitused primarily on
pronoun usage since it is one of the major linguistic efficienciesdjaihen pairs have access to
shared visual information (Kraut et al., 2003).

Table 8-3 presents a breakdown of the referring expressions evalodtieia distributions
within each of the experimental conditions. A rich variety of refeaéfirms constitute the data.
They include a number of personal pronouns (e.g., “he,” “she,” “it”), demdirstgaonouns
(e.g., “this,” “that,” “they”), and a variety of singular, plural, and possegzonouns as well as a

2 |n another piece of research that aimed spedifieélresolving non-NPC pronouns (e.g., abstract

entities), Byron (Byron, 2002) the performance ¢odls low as 37 to 43%.
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range of other types. In addition, the corpus includes a rich collection ottéeiim indefinite

referring expressions.

Table 8-2. Overview of the data included in the hand-processed ewmation.

Task Condition Corpus Statistics
Dialogues Contributions  Words Pronouns
No Shared Visual 14 336 1873 76
Information
Shared Visual 22 327 2422 217
Information
Total 36 663 4295 293

Table 8-3. Distribution of the referring expressions evaluated.

Pronoun Form Solid / Solid / Plaid / Plaid / Total
No SVS SVS No SVS  SVS
It/ Them / They 19 7 42 76 144
This / That / These / Those 11 19 2 84 116
This / That / These / Those + NP 0 13 2 18 33
Total 30 39 46 178 293

8.3 Data pre-processing

There are several challenges in preparing a multi-modal corpusdavith models of reference,
and a number of preparatory steps need to be taken in order to prepare thesalethent
linguistic and visual context. Figure 8-1 provides an overview of the pregsing used to
prepare the data for use in this evaluation. This figure illustratesiataxfrom both the spoken
and visual channels are processed. The linguistic context is describedam the visual

context on the bottom, and the right side of the figure illustratesehgimg of the two sources.

8.3.1 Linguistic data

In order to work with spoken dialogue, it needs to be transcribed and segmeatsdyi that
establishes appropriately-sized verbal contributions that capeitimguistic patterns of interest,
while at the same time preserving the sequential aspects of ibgugiaOnce the transcription
and segmentation has been completed, the entities needed for the medthated and
prepared for inclusion in the Transient Knowledge Base. The folloglésgribes this procedure.
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Figure 8-1. Pre-processing pipeline for linguistic information(top) and visual information (bottom).
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8.3.1.1 Dialogue transcription, segmentation and alignment

A number of guidelines and heuristics were used to transcribe and segndiatatyee. They
were developed based on the assumption that the pairs are partidipatsgpntaneous dialogue
and that they are likely to follow some conventions of turn-taking. Tdjerrgoal in the
preparation of the dialogues was to preserve the sequential natureliafidigeie, while at the
same time capturing and maintaining local phenomena so that they aratramrepk utterance
boundaries. To do this | relied upon work by Heeman and Allen (1995) and Shriberg and
colleagues (2001) that describes heuristics for segmenting unconstrairigaiarty dialogue.

Heeman and Allen’s scheme is a pragmatic one developed with the intentemecdting
transcripts that are useful for investigating a wide vanétyeories of dialogue. It aims to
balance ensuring that each contribution is short enough so that it does not comtidbutions
from other conversational partners, with making sure that each contrisukioy enough to
capture local discourse phenomena. Heeman and Allen outline a number obosnditier
which segmentations are appropriate. First, a segment break carbiistestavhenever a
speaker’s speech stops and another speaker begins an utterance tiétbagtnal speaker
trying to continue. Next, they describe that a suitable break canwbenrany two of the
following three criteria are met: (1) an intonational phrase bound#stsg(2) a major syntactic
category boundary exists (e.g., a sentence or NP), or (3) there is @phtesh taken. These
basic guidelines were followed in preparing the transcriptions fainuse models.

Segmentation of theuzZZLE CORPUSlata required three passes through the dialogue. The first
pass used the notion of an utterance unit (Nakajima & Allen, 1993)purieas described by
Shriberg and colleagues (2001) to segment contributions based on speech pé&isesulied in
the segmentation of any speech segment separated by more than 500ms. Ggesegguih was
enclosed in brackets. In this case, the utterance that was initratedais put on the line before

the interrupting or overlapping utterance, which was put on the following line

A second pass through the transcripts refined the initial segmentasimrpaing this pass,
utterance breaks were added whenever there was a speaker charageiitieatin a successful
shift in floor control. However, backchannels (e.g., “ok”) were not used toesggrtierances if
they were completely contained within a sentence or clause. Rathégckchannels were added

as separate utterances on the following line. In addition, unrelatedslagse hand-segmented
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and put on separate lines. This made it possible for the Helper or Workeeta hamber of

contiguous contributions.

The third pass through the transcription was used to clean up and re-attaphramussegments
that resulted in the splitting of any major syntactic categorids.Wés done to maintain a notion
of coherent contributions and served the secondary purpose of supporting tlssipgoctthe
POS-tagger that was applied to the utterances in order to exttéies and features for the
models.

8.3.1.2 POS-tagging, noun phrase extraction and subject/object tagging

To generate the appropriate features and entities, part-of-sp&shtéging, chunking (e.qg.,

NP chunking), and subject/object detection was performed on the corpusoBadiution was
parsed using a memory-based shallow parser that was trained on the PenmkTia&bi Street
Journal Corpus. The Tilburg Memory-Based Learner (TiMBL) v5.so# packadgé

(Daelemanst al, 1999; Daelemanst al, 2001) was used to extract the entities and tags needed

for the subsequent models.

Each utterance was parsed and tagged with part-of-speeci’labséschunker divided the text
into syntactically related groups or clusters of words and was used imdiependent (or non-
overlapping) constituents. For example, the chunker clustered thiagsMis and verb phrases
(VPs), and made them accessible as entities for the modw#lyFihe subject/object detector
assigned which NP chunks it thought were the subjects or objects otijgautitterances. This
information was needed in the subsequent models as a method for rankingutstidi salience
of particular discourse entities. The following excerpt provides ampbe that will be used to
demonstrate the various stages of tagging:

(7.6) Utt;: Umm, and then there is an orange brownish one.
Utt,:  That is kissing the right top of the darker blue piece.
Utts:  OK.

%4 The TiMBL software package is available latp://ilk.uvt.nl/software.html

% The tagging format represented throughout thipiehiauses the Penn Treebank Il style tags, a
description of the part of speech, phrase and eltags can be found in Appendix D. The complete

annotation style manuals are availablenép://www.cis.upenn.edu/~treebank/
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Utt;,  And then a yellow piece is kissing the top right of it.

Excerpt (7.6) is an example of a sequence of utterances that weensed using the rules
described in the previous section. The second utteraht® Will used to demonstrate the
parsing and feature extraction. In this utterance, the Helper statasisKissing the right top of
the darker blue piece,” and the following presents the taggingstpatformed at each stage of
the process:

Initial input:
“That is kissing the right top of the darker blue piece.”

POS-tagger output
(DT is/lVBZ IVBG the/DT /JJto /NN

/IN the/DT 1IIRLILEIT INN /.

Chunker output

[NP NP] [VP VP]
[NP NP] [PNP [Prep Prep]
NP NP] PNP]

Subject/object detector output
[N PlSubject N Pl Subjec]
[N P]_ Object N P]_ Objec]

Each of these stages provides crucial syntactic informatiahéanodels. The POS-tags are used
to identify pronouns of various types. The output from the chunker identifieshbiPare the
essential entities required to populate the Transient Knowledge Baesse constitute both the
pronouns that need to be resolved as well as the entities that make upfdrernceechains and
may co-specify the referents of various pronominal expressionslyi-ih&l subject/object
detection provides additional information that is used for ranking théesritif grammatical

function.

152



8.3.2 Visual data

In order to work with the visual information from the shared visual worlksphe actions and
visible elements of the discourse were captured in a way thatywdshe temporal sequence of
the visual actions and allowed an abstraction of the elements in tled sisaral environment.
Detailed interaction logs (an example is presented in Figur® 8:)e automatically generated
using the puzzle study software. These logs contained information thatbeopruned to

develop the relevant data structures for the models described in §8.4.

Time Log Entry Piece Name X-Pos  Y-Pos X-Pos Y-Pos
Type (Block) Distance  Distance
(move / from from
remove / Solution Solution
update)
8320ms move red (4) 7515 3075 5250 -750
8360ms move red (4) 7140 3075 4875 -750
8420ms move red (4) 6765 3075 4500 -750
10320ms move dark blue (5) 9390 3075 7125 -750
12700ms move dark blue (5) 9015 3075 6750 -750
12740ms move dark blue (5) 8265 3075 6000 -750
12780ms move dark blue (5) 7140 3075 4875 -750
12820ms move dark blue (5) 6015 3075 3750 -750
12840ms move dark blue (5) 4890 3075 2625 -750
14480ms move red (4) 6015 2700 3750 -1125
14500ms move red (4) 5265 2325 3000 -1500
14560ms move red (4) 4515 1575 2250 -2250
14580ms move red (4) 4140 1575 1875 -2250
14600ms move red (4) 3765 1200 1500 -2625

Figure 8-2. Sample excerpt from puzzle study logs of the Helpers amts in the shared

visual warkspace.

The major elements are timing information and whether the piece wasinmtg, repositioned,
or removed from the shared workspace. The linguistic data was then alighedentisual data
from the logs using a common timestamp. Each contribution has a start amdifireisand the
visual state of the shared workspace can be resolved wheneverdtlisd by the model.
Together, this information provided the needed material to constaudath structures used in

the models.

% An example of the unformatted logs can be foundppendix E.
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8.4 Model overviews

As previously mentioned, the models in this evaluation are based on Ggfteeiory (Grosz et
al., 1995; Grosz & Sidner, 1986) and the algorithms devised by Brennan and coll@xgnaar(
et al., 1987) and adapted by Tetreault (2001, 2005). The language-only modebi®ba
Tetreault’'s LRC model (Tetreault, 2001), the visual-only model usesagure of visual salience
to rank the objects in the visual field as possible referents, anatdigeated model is a
modification of the LRC model that balances the visual information alotigtiae linguistic
information to generate a ranked list of possible referents.

8.4.1 The language-only model

The LRC algorithm was chosen to serve as the base model and algoritie lRnguage-only
model. As mentioned in the last chapter, it was chosen for a number of réasoasliscourse
model that dynamically tracks the state of the discourse and can be extenued than one
speaker. It is flexible in its ability to account for a variety dftgrtypes (e.g., linguistic or visual)
due to its formulation as a salience-based approach (see also Poksi08daStrube, 1998). It
is extensible to the notion of group salience and partner modeling, and hasismstan
resolving pronouns on an incremental basis, which is extremely beneficialwehidng with
multiparty dialogues. In addition to these basic architectural advanthgédkC algorithm
performs well on task-oriented spoken dialogues and against a number of d¢hef-Hia-art

pronoun resolution models (for details see Tetreault, 2005).

LRC uses grammatical function as a central mechanism for resolviagtiwedents of
anaphoric references. It resolves referents by first searchingnwithicurrent utterance for
possible antecedents, and makes co-specification links when it findteaadant that adheres to
syntactic agreement and binding constraints. If a match is not found thithealgthen searches
the lists of possible antecedents in prior utterances in a shadlaion. The primary structure
employed in the language-only model is a ranked entity list sorted by licgagence. The full
LRC algorithm is reproduced in Appendix C, and readers can also be retefretdault’'s
original formulation (Tetreault, 2007) In this evaluation, the output of the subject/object

271t should be noted, as described in Tetreaulgsatitation (CITE), that the LRC algorithm Iedsely
based on Centering Theory since it only uses onstaact, the CF-listand that it does not strictly enforce

Centering Theories Rule 1 and 2, but rather appratés them. Tetreault’s justification for thishat
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detector was used to generate syntactic labels that would allseralglP to be ranked in the
entity list according to grammatical function. The grammatigattion ranking was determined

by the following precedence ranking:

Subject=< Direct Object< Indirect Object< Other

Any remaining ties (e.g., an utterance with two direct objects} vesolved according to a left-
to-right breadth-first traversal of the parse tree.

8.4.1.1 Modifications to syntactic agreement constraints under multiparty dialogues

As previously described, a number of syntactic agreement constraintedrto support pronoun
resolution. These agreement criteria are typically used in pronountiesalgorithms to restrict
the type of ties that can be made between pronouns and potential anteéateaample, the
antecedent of a plural pronoun such as “they” needs to be a plural olgjectlite blocks”), as

opposed to a singular object (e.g., “the block™).

While a number of these constraints are straightforward in writesoglise or monologues, a
couple of adaptations need to be made when applying them to dyadic speedatst ©héhese
modifications is for constraints based on grammatical person role. Foplexéyou” does not
always refer to the same entity. In a dyadic situation, the spedéererds to be incorporated in
order to successfully constrain the resolution. For example, “you” tnerrlélper most likely
refers to the same entity as “I” from the Worker, and vice-%r§he second modification is for
constraints based on locality. Perception of space and locality can ciepegeling on the
speaker. For example, while the Worker may use “this” to describaleolgect, the Helper may
also refer to the same object as “this,” or they may refera® dt distant object and use “that”.
Therefore, traditional constraints based on locality cannot simply bedpytiolesale; rather the
perceived space in which they are constructed needs to be takeonisittecation.

“Rule 2’s role in pronoun resolution is not yet kmo{gee Kehler, 1997 for a critique of its use byPRF
and that the preliminary evaluations of the BFPalthm showed that without perfect information, the
Rules could be over-constraining and thus do marentthan good.

% This is the case in dyadic conversation, howewis,constraint becomes much more complex when

attempting to implement it in a dialogue with mtinan two participants.
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8.4.2 The visual-only model

The visual-only model captured the visible actions and utilized an apgoaaed on visual
salience. This method captured the relevant visual objects in thie paglz and ranked them

according to the level of recency with which they were active.

Given the highly controlled visual environment that makes upti®ZLE CORPUStiming
information is available about when the pieces become visible, amdmavare removed from
the shared workspace (as previously demonstrated in Figure 8-2). Inuflkeoriy model, an
ordered list of entities that comprise the shared visual spaceaiatained. The entities are
included in the list if they were visible to both the Helper and Wodwmt then they were ranked
according to the recency of their activation.

8.4.3 The integrated model

The integrated model took advantage of the salience list geneatethi language-only model
and integrated it with that of the visual-only model. The method of imtiegrthe list was
informed by general perceptual psychology principles stating thialyragtive visual objects
attract attentional processes (for a recent review see S2hioll).

In this implementation, | defined active objects as those objectsatiaecently moved within
the shared workspace. These objects were added to the top of theidirsguiishce list which
essentially rendered them the focus of the joint activity. How@emple's attention to static
objects tends to fade over time. Following prior work that demonsttaadtitity of a visual
decay function (Byron et al., 2005b; Huls et al., 1995), a three-second thresistéd on the
lifespan of a visual entity. From the time since the object waadése, it remained on the list
for three seconds. After the time expired, the object was removed and thaulised to its prior
state. This mechanism was intended to capture the notion that actiets alogeat the center of
shared attention in a collaborative task for a short period of timevdfteh the interlocutors

revert to their recent linguistic history for the context of aeraattion.

The integrated model also had a more practical implementation detaillthveed it to handle
cases when the visual salience list was empty yet a pronoun was enedulnt this case, the
integrated model used the linguistic salience list to suggest thetiabtintecedent. While the
number of pronouns that were successfully resolved in this case was virt sticktend to
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improve performance somewhat, particularly at the beginning of trials thlegpairs were

discussing strategies or higher level entities surrounding tke tas

It should be noted that this modeling is a work in progress and a major avefutarforork is
the development of a more theoretically grounded method for integratingstiocgilience
information with visual salience information. Together, these timagels allow the testing of
the basic hypotheses outlined in 8§7.4.

8.5 Results

8.5.1 Measures

The basic success measure used in this experiment is the sugessdfition of a pronoun. The
measure used followed that provided by Mitkov (2000) and was the total nungrenofins
correctly resolved over the total number of pronouns atteffiptéowever, before the model
performance can be assessed, the actual antecedents of the pronounb@eearked. This was
done using two expert coders that performed coding of the antecedentshfpra@oun in the
corpus. Each coder went through the segmented transcripts line lapntinvhen they identified a
pronoun they marked its antecedent, whether it was a noun phrase, anothen,moaousual
entity or action. For the evaluation set examined in this study, the codepent#ntly rated
each of the potential 292 pronouns in the corpus. Scores were counted tbotrof the

coders identified the pronoun and tagged the same antecedent. However, if afljhenesoders
identified a pronoun, or if the antecedents were different, their codingcessisas incorrect.
Overall, the coders reached a reliability of 88% overall agreefbatremaining anomalies were
resolved by discussion.

8.5.2 Statistical analysis

A number of analysis techniques were used throughout this experiment ibaldser
performance of the models. A logistic regression was used to examioeetiadl performance of
the models and to capture higher-order interactions of interest. Theimddded Model Type

(Language, Visual, Integrated), Lexical Complexity (Solid @idd| and Pronoun Type (Personal,

29 As the system becomes more automated, more praEmismeasures such as precision, recall, and the F-

measure can be used to report pronoun resolutidpariormance.
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Demonstrative, or Demonstrative + NP). Because the pronouns existeddoarse, there was
the possibility that observations within a trial were not independent dcdruoteer. Therefore,
each trial was modeled as a random effett addition, all 2-way interactions were included in
the model. Three-way interactions were also investigated, but wereumok o be significant,

and were subsequently removed from the final analysis.

In order to directly compare the performance of the models on each pronoun erchunter
second analysis involved the creation of a confusion matrix. McNereat'svés used to test the
agreement between the models and to help characterize diffenemices performance. This
approach examined each pronoun that had been resolved for each model, and provided an
indication of whether or not a particular model faired better on the saoegdidatd" which in
turn provided an aggregate statistical indication of model performancdsanallowed a more
detailed investigation of the patterns of failure that occurred. Form&aaxamination of the
data points in the off-diagonals of the confusion matrix could provide agaii@h of how one

particular model outperformed another.

8.5.3 Model performance results

Table 8-4 presents the pronoun resolution rates of the three models acanvdieghter the pairs
shared visual information, and whether the puzzles included simple salid oolmore lexically

complex plaid pieces.

8.5.3.1 Model performance in the No Shared Visual Information condition

As can be seen in the “Total” columns of Table 8-4, the language-only modsitioresolved
67.1% of the referring expressions when applied to the set of dialoguesomhel@anguage
could be used to solve the task (i.e., the no shared visual informatiori@ondiowever, when
the language-only model was applied to the dialogues from the task conditieresshared

30 Graphical and statistical tests of the degreenébcorrelation indicated that the degree of
autocorrelation was actually quite low.

31 This is done by examining the confusion matrixesin the two models (i.e., Correct / Correct; Cuirte
Incorrect; Incorrect / Correct; and Incorrect /dnect) and testing thegHCorrect / Incorrect = Incorrect /
Correct. If H, is rejected, this tells you that one model likerformed better than the comparison model.
The off-diagonals (Correct / Incorrect; Incorre@drrect) can then be examined to explore the tgiaie

differences of the models.
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visual information was available, it only resolved 49.3% of the refgekpressions correctly.

This difference was significar)ﬁ(l, N=203)= 7.17,p <. 01.

Table 8-4. Success rates for resolving pronouns in
the subset of thePUZZLE CORPUSevaluated.

No Shared Visual Information Shared Visual Information

Solids Plaids Total Solids Plaids Total
Language | 70.0% 65.2% 67.1% 43.6% 50.6% 49.3%
Model (21/30) (307 46) (51/76) (17 / 39) (90/178) (107 / 217)
Visual n/a n/a n/a 66.7% 61.2% 62.2%
Model (26 /1 39) (209 /178) (1357 217)
Integrated | 70.0% 65.2% 67.1% 69.2% 73.0% 72.4%
Model (21/30) (30/ 46) (51/76) (271 39) (130/178) (1571 217)

The integrated model with the decay function performed at the sameethed language-only
model when applied in a setting without any shared visual information. Whenebesited
model was evaluated on the data where only language could be used it ¢éffestieds back to

a language-only model, thereby achieving the same 67.1% performance.

8.5.3.2 Model performance in the Shared Visual Information condition

A comparison between the three models can be made by exploring their performdrecdaia t
in the cases in which shared visual information was available. Mgyel was a significant
factor in the model’, = 15.21p < .001, and contrasts between the different levels of Model
Type revealed differences between the performance of each (abgplel .05 in all cases).

The language-only model correctly resolved 49.3% of the pronouns wherdapgle trials
performed in the presence of shared visual information. However, wheistiat-only model
was applied to the same data, it correctly resolved 62.2% of the prai@rpressions. The
difference in performance between these two models was subspﬁ@tim217): 8.52,p< .01,

and indicated a major performance benefit for the visual model.

The confusion matrix presented in Figure 8-3 demonstrates that botlsuhéamly and
language-only models correctly resolved pronouns missed by the other. Anahéxamination
of the cases that the visual-only model correctly resolved and the ¢gpgnly model failed
(27.1% of the cases) revealed a few trends. A large proportion of theseppeared to occur
when an efficient referring expression was used to reference an eatityath not mentioned in
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the prior linguistic stream. For example, “Oh, tlsabne we need, so putd the upper left”.
Another case was when contrastive statements were made regardingehe visible object and
the targeted referent, for example, “...a darker color thar? thamall number of cases also
occurred when different discourse segments made a new set of linguisitis emailable, yet the
proper referent was presented earlier in the discourse (i.e., headitcourse segment). For
example, a new discourse segment might exist regarding the higaepdsitioning of the entire
puzzle, as in “OK, the whole thing should be over to the right”, followed by mr&tuhe piece
initially under discussion, “OK, you can moverito position now.” This is one case were
particular forms of discourse segment markers could aid the perform@theelanguage-only
model. This discussion is revisited later in the chapter. Therealsre@ small number of
references that the language-only model mistook to refer to subefeafua piece, while the
visual-only model correctly suggested the whole block as an entity.

An informal examination of the cases that the language-only model itpresolved and the
visual-only model failed (14.8% of the cases) also revealed tremds.there were a number of
cases where the language-only model successfully resolved pronouns tdidirgities where
the last piece of visual information would have led to an incorremtenaf. These included cases
when the discourse included longer discussions regarding the detajiéeak or a layout. There
were also cases where the language-only model could successhilw meferences within a
sentence (i.e., intrasententially). And finally, there were a small nuoflobases where an
incorrect visual object was available and the pronoun insteade@fera previously introduced

linguistic entity (e.g., “no, its a different yellow piece”).

Language

Incorrect Correct

Incorrect 50 32
= (23.0%) | (14.8%)
a Correct 59 75
> (27.1%) | (34.6%)

Figure 8-3. Confusion matrix between the Language Model and the VisuModel.

When the integrated model was applied to the data from the cases whpairghead access to
the shared visual information, it correctly resolved 72.4% of therirefeexpressions. This was
significantly better than the 49.3% exhibited by the language-only mode¢ &yain, the
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performance difference between these two models was sizg?@blgm): 26.8,p < .01. Similar
to the last comparison, the confusion matrix in Figure 8-4 reveals theathgointegrated and
language-only models correctly resolved pronouns that the other model dit thist.
comparison, there appeared to be substantially more cases (33.9% sE)dlta the integrated
model identified versus those that the language-only model did (10.6% ofses). The
differences between these two models were similar to those discbssedracomparing the
performance of the visual-only model with the language-only model. Howiauéis case, the
integrated model could resort to the linguistic-salience list wilheshared workspace was
inactive, and therefore benefit from the ranking of entities basedguidtic-salience.

Language

Incorrect Correct

Incorrect 37 23
(17.0%) (10.6%)

Correct 74 84
(33.9%) (38.5%)

Integrated

Figure 8-4. Confusion matrix between the Language Model and the Intested Model.

Finally, the integrated model’s 72.4% performance was significantigridban the visual-only
model's 62.2% on the same da@%@,, n=217)= 17.29,p < .01, indicating a potential performance
benefit to having an integrated model across both the solid and plaid conditgure 8-5
presents the confusion matrix, and it is interesting to note here thataeated model nearly
completely dominates the visual-only model. There are only three instahees tive visual-only
model correctly resolves a referent that the integrated model didihthree of these instances
were cases where a longer visual decay parameter would have c#mtyseaber referent.
However, a longer decay would also have had the ability to hurt the perforofdheedntegrated
model by inhibiting a switch to the linguistic salience list. Withoutgrening an analysis of
decay times, it is difficult to tell how many of the 25 successfully vesiobronouns that the

visual-model failed on would be retained.
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Visual

Incorrect Correct

Incorrect 57 3
(26.3%) (1.4%)

Correct 25 132
(11.5%) (60.8%)

Integrated

Figure 8-5. Confusion matrix between the Visual Model and the Imtgrated Model.

Finally, a detailed examination of the types of pronouns successfullyeddiiffered across the
model types. In other words, there was a significant Model Xypenoun Type interaction in
the model, depicted in Figure 8-6 (for the interact@%@h) =17.43p=.001). An examination of
this interaction reveals that the language-only model appears torpdrést when resolving
personal pronouns and decreases in success when resolving demonstratives pramtaithe
opposite trend is seen in both the visual-only and integrated models. Téi&icvreveals some
interesting patterns regarding the appropriateness of the varamedstand suggests that future
lines of work might explore strategic shifts in use of the visuadrsze or linguistic-salience lists
triggered by the syntactic information in the utterance.

Model by Pronoun Type on Percent Correct

1 _
=& Integrated
Visual
[¢]
=
O 0.6
@)
c
o 0.4
2
]
O 0.2
0
Personal Demonstrative Demonstrative + NP
(it’'them/they) (this/that/these/those) (this/that...+ NP)

Pronoun Type

Figure 8-6. Effect of Model Type and Pronoun Type on successful pronouesolution.
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It is interesting to note that while the Plaid pieces were shown ingtridies to be linguistically
complex, and while they typically required longer discourse segmenteapdrdeference
chains, there was no indication of a significant Model Tyjhexical Complexity interaction.
While initial examination of the models’ performance under the plaiditonsl when shared
visual information was available (represented in the right-hancd&itiable 8-4 under “Plaids”)
might suggest that the language-only model had a greater relativenicél on performance when
the task was linguistically complex, this interaction was not sigifi (for the interactioer(z) =
0.31,p = .85).

To summarize, the language-only model performed reasonably well onltigudisin which the
pairs had no access to shared visual information. However, when the samevawépplied to
the dialogues collected from task conditions where the pairs had daocgsared visual
information the performance of the language-only model was sigmiffa&zduced. However,
both the visual-only model and the integrated model showed signifiéaateased performance
over the language-only model; and the integrated model was the topnparbverall. In
addition, a more detailed analysis of the confusion matrices and dirggadsom of the model

results revealed when and where particular models worked and greade reflection on why.

8.6 Error analysis

In order to inform further development of the model, a number of failure caseswamined in
detail, particularly those in which all of the models failed. The firistg to note was that a
number of the pronouns used by the pairs referred to larger visible struottiresviorkspace.
An example of this was when the Worker would state, “like this?”, anthasKelper to
comment on the overall configuration of the puzzle. In the current model, enby#zle pieces
are included as possible visual referents. One approach to atigitds error is to integrate a
richer notion of semantics with the additional visual entities in oadact¢urately model such
situations (e.g., see Byron et al., 2005b).

Another area where the models suffered performance problems was dfgiergaes to higher-
order referents such as general events or the state of the world. Fpteex@K, thisis going to

be tough” where “thisspecifies the general construction of the puzzle. Similarly, non-réfake
“its” as in “It is easy to make something work” posed a problem for the models. Thesenhare bot
common problems in reference resolution and may be addressed in the future mgappbmt

research advances in these areas. For example, recent work by(RI0)y provides an
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automated method for filtering out non-referential “its,” and this teghncould be applied to
refine the pronouns attempted by applying a filter earlier on in the phoggsgeline. Similarly,
Byron and other colleagues have demonstrated recent work aimed at addefesences to

abstract entities (Byron, 2002).

In addition, there were several errors that resulted from chainioigevwwhen the initial referent
was misidentified all subsequent chains of referents were incdtrsiebuld be noted that the
approach used in this study to score the success of the resolved pronouresifdaliker’s
original description (Walker, 1989), in which she describes how chainfecémés are scored as
incorrect if the original binding is incorrect. This makes serm®a & systems perspective where
incorrect inferences could be made if the initial referent isrnect. However, recent evaluations
have used a more lenient formulation whereby a “location”-based dvalpabcedure is used
(Tetreault, 2001). This approach marks co-references as correct danefer with an NP that
has the same co-reference tag. In other words, these studies only lotpdoeck and do not

penalize performance for longer “error chains”.

Finally, the visual-only model and the integrated model had a tendencydofsoiffi timing
issues. For instance, the pairs occasionally introduced a new visualéthtjtithis one?”
However, the piece did not appear in the workspace until a short timéhaftgtterance was
made. In such cases, the object was not available as a referent ojethésbtbThe
implementation presented here followed the notion that actions tygicatede the keywords or
language that is associated with a given action (Osiatt, 1997). Future work could include a
richer model of gestures and spoken language alignment in order tosfuiéc@scount for such

issues (e.g., Eisenstein & Christoudias, 2004).

8.7 Discussion

The results of this experiment find that the language-only model perfarthe range of
previous studies of pronoun resolution on spoken discourse by successfolyng
approximately 67% of the pronouns encountered. This apparent success is dugetdrimafact
that the salience-based approach works well for anaphora resolutientsiaptures the many
well-known syntactic and psycholinguistic factors that contributatityesalience. However,
when the language-only model is applied to the portions of the corpusdhals trials in which
the pairs had access to shared visual information, its performarfiees siif fact, the application

of the language-only model to the trials undertaken with shared visual atfornperforms
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below 50%. One reason for this is that when shared visual informatwenilable, action and
language use can become interchangeable (Gergle et al., 2004a)kdpisiied in the models by

the fact that the visual-only model performs at 62% and it performs bettemy instances.

Overall, the integrated model was the best performer in this evalulii performance is
equivalent to the language-only model during trials without shared vwigaamation available to
the pair. This results from the fact that there are no visual entiagalale for the model, and
therefore it reverts to using linguistic salience as a sourgegotution. However, when applied
to the cases where shared visual information was available, the ietegradel performed
significantly better than the language-only model. This is due, in pahe fadt that it can take
capture references to the physical objects that have not bednmadnising speech.

A comparison of the integrated model to the visual-only model yielderksting results. The
first area of benefit is that the integrated model successfuibves reference when no shared
visual information is available, while the visual-only model catindthen shared visual
information is available the integrated model significantly outperéaihe visual-only model, and
this difference was there regardless of the lexical complexityegbuzzle pieces. One way in
which the integrated model seemed to capture elements of the dist@insere neglected by
the visual-only model occurred in cases where there was prolongedsitiscaisout the

particular features of a given entity. As a result, the decay paraaiewed the model to
essentially shift its focus from active visual events to thedisd or conversation currently
taking place. In a sense, this mimics the shift in attention that ocaursdreparticipants as they
fluidly move between referring to objects and actions in the environimémbse discourse
entities produced in the spoken dialogue stream. An interesting future afersearch could
explore whether a richer discourse model, such as one that provides éissgmrent markers,
could increase performance above the 72.4% currently achieved in thisTgigdiher these
findings provide strong support for the third hypothesis described in §7.4. Indeetinboistic
entities and visual entities were central to the accurate and pengpiaccounting of the patterns
of observed referring behavior.

%2 A modification to the visual-only model could bede whereby it makes use of the local visual
information for each of the participants and suggeslevant entities for reference. However, sushtap

would breakdown when applied to settings with astni@s in the displays.
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8.7.1 Generalizability of the models

The evaluation presented in this chapter demonstrates the strengthmédédihetéd approach to
modeling reference in dyadic, multi-modal interactions. However, a numbeesfions remain
regarding its viability as a general approach to reference resolata wider variety of contexts.
There are three major areas that merit further discussion, anishthede questions of: (1) the
applicability of this approach to a wider range of tasks and tashtedsituations, (2) the
feasibility of this approach to interactions in group settings that icomiare than two
conversational partners, and (3) the role played by more general domé&islakdowledge

structure and its impact on discourse patterns.

To address the first of these concerns it is useful to return to the pwde in Chapter 7. This
chapter described how the architecture was designed in a flexible matmatriscould describe
a number of task-oriented interactions. In particular, the frameworthigrits ability to model a
number of the possible collaborative visual environments discussed througbaligghrtation.
For example, asymmetries in the shared visual space can be captureddipghiferential
access to visual entities. This allows the model to easily addphygs tike delays in one
person’s access to the visual information or differences in kplidgjaments that may be due to
different camera orientations. Changes to the speech stream can pednareasimilar way. For
example, if sentences are not heard due a large amount of acoustic noise, lampatecance or
verbal entity can be kept from inclusion in the salience list. Yet, the mod@kkded in this
chapter do need to be explored in more task environments than jpstaheE CORPUSIN the
future it would be fruitful to extend the models to more realistic t@skains such as those
studied in work by Fussell and colleagues (Fussell et al., 2003a; FusdgI2803b) and
Kuzuoka and colleagues (Kuzuo&hal, 2000). These environments are good candidates for
extension since they provide task-oriented interactions yet they are imiteevisual settings
and environments explored. In addition, the studies are performed in morécrealistal

world” settings. Extending the models to these environments would greatht berelopment
by examining their potential to describe events in novel collaborativeoenwents.

Another question regarding the general nature of the modeling environmeatoigitysto model
interactions and communications in larger groups. In other words, can the@amgtational
description be used to model groups that are larger than dyads? Thehinig imthe model that
prevents the modeling of larger group sizes. First, a unique Transiendé&dge Base can be
generated for each actor and contain parameters that descrilmutheit belief regarding the
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information possessed by others involved in the discourse or task. A sipgifaaah would be to
modify the ranking of entities according to a global set of parametersaghiatre the individual
states of each actor and their beliefs about the others. However, ehitedeling architecture
allows for this expansion, major theoretical questions remain abotinetiestical and
psychological plausibility of such an approach. Application of the model terlgrgups may
provide insight into current theoretical debates surrounding whetheaiméam a complete
model of all conversational partners or use a probabilistic approach wherating and
comprehending speech in collaborative environments. This work could benef#l] as be
informed by, a more detailed approach to audience design and larger growgiamsyand
model enhancements may need to be made in order to maintain a certairotlpgyebological
plausibility when growing the model (see e.g., Clark & Murphy, 1982;effay, 2000).

Finally, a notion of domain knowledge needs to be addressed in future work sExpagtto a
task a certain level of task knowledge, and the shared knowledge hebymssts can make
particular task relevant entities more or less salient. Thentumedels do not take this pre-
existing shared task knowledge into account. However, future work coutdlekiworld
knowledge component so that it allows the modeler to include notions afttasture that may
impact speech patterns. For example, if a group of surgeons was beginningyaanager
everyone was aware of the setting and task, a surgeon may sakiegrilet, “it needs to be
upped” in reference to the initial anesthetic dosage. Shared knovaetigetask structure would
allow the group members to resolve thé tit the current dosage because of its relevant task
status even if it had not been previously mentioned. Such an influerttarefl sask knowledge
about and its impact on reference is not currently accounted for in the rdedetibed in this
chapter, yet this could be an area of future modeling work. This work coludéngeneral task
and discourse notions such as things like the current question under dis¢Redierts, 1996) as
well as more general notions surrounding general task knowledge asuphgwescribed.
However, it is important to keep in mind that the integration of task andiddmawledge such
as this is a bit of a double-edged sword. While it may make the model coorate and able to
predict a larger set of referring behaviors, it would do so at the cgshefalizability and
parsimony of the models.

8.8 Future work

In the future, | plan to extend this work in several ways. First, a fullyraatied version of the

models is currently under development. This work constitutes full catipuodl automation of
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the stages represented in Figure 8-1. Part of this work wilhivalarge-scale computational
evaluation of the entireUZZLE CORPUSN order to examine a wider range of visual features
such as limited field-of-views, delays in providing the shared visuadrirdtion, and various
asymmetries in the interlocutors’ visual information. In addition tg thplan to extend the
models to a wider range of task domains (as described above) in ordeore éxplexternal
validity of the model predictions. Second, | plan future studies to help expandmafotisual
salience. Each of the visual entities has an associated number of diepaident features. For
example, they may have appearance features that contribute to alexaties become activated
multiple times in a short window of time, or be more or less salient dependingroy visaal
objects. Future work will explore these parameters in detail. ;Thpldn to appreciably enhance
the integrated model. It appears from both the initial data analysis andtatiyeadéxamination
of the model performance that the pairs make tradeoffs between reliatheelioiguistic and
visual context. However, the current instantiation of the integratedlrmode be enhanced by
taking a more theoretically informed approach to integrating the iattwmfrom multiple

streams.
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Chapter 9

Conclusion

The work in this dissertation detailed a collection of empirical egjdiescribed a number of
statistical and analytical methodologies, and developed and evadua¢eglicit rule-based
computational model. Together this work presents a rich, multidisciplineggtigation of the
role that shared visual information plays during collaborative taskv®dl interactions, and its
contributions fall into three major categories: theoreticalhoulogical, and applied. The
theoretical contributions advance our understanding of the ways in whishupaivisual
evidence for collaborative purposes and illuminate the basic principleswadrsation and
interaction in a variety of communication settings. The methodologicallmatiins include the
application of statistical and analytical techniques to provide miasights into collaborative
interactions in multimodal settings. The applied contributions result the knowledge
uncovered regarding our understanding of how communication media influeratsocation,
and they provide a level of understanding that can be applied to the fugige aed
development of collaborative technologies. The following sections provigldew of many of
the central findings within each of these three major categories.

9.1 Theoretical contributions

The goal of the first stage of this work was to provide a detailedipisierof how features of
the visual environment, commonly traded off in technologies designed to sdigbanice
collaboration, interact with particular task features to imgzeability of pairs to coordinate and
communicate in an efficient manner. The results of these studies psevielal theoretical

contributions.
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Broad empirical support for the cooperative model of communication

The data in this dissertation provide broad support for the cooperative magehwiunication;
for example, Workers adapted their communication and behavior to congfarsahat the
Helper could or could not see. It is important to note that in the puzklghasWorker’s view of
the workspace was always the same regardless of whether the eldeser it. Therefore, if
Workers were using a purely egocentric approach to communication, they wbalthnge their
communication behavior in response to variations in the shared vifuahation because their
view of the space never changed. Instead, they changed their communicatiserbelasponse
to what they knew their partner could see. When the Helper could not seerkharea, Workers
used more words to complete the task, were more likely to describe tharearafter they made
moves, and were more likely to indicate explicitly whether they understoastamcition.

Detailed empirical support and an extension to Clark & Brennan’s (1991) hypothesis that
different media features change the cost of achieving common ground

The results in this dissertation are also consistent with Clark ama@res (1991) framework for
analyzing the costs and benefits of different communication technal¥giesn media provide
visual information about what the Worker is doing, the Workersitali ground their
utterances via actions reduces their need to provide verbal indicatanspfehension. Instead,
they let their actions demonstrate their understanding of the Helpstrsictions. The sequential
analysis technigues showed that the Helper's instructions werdikayeo be followed by the
Worker's movement of a puzzle piece when the shared visual informaticavaiéeble versus
when it was not. In contrast, a Helper's instructions were more likely filbeved by a
Worker's acknowledgement of understanding when there was no sharednfistmabtion
available. These findings, and others presented throughout the studieasttate that the
availability of various sub-features of the shared visual m&ion can influence the resources
available for grounding.

An improved theoretical understanding of how features of the task intethdieatures of the
media to impact communication and coordination

This work extends the work of Clark and Brennan (1991) by illustrating how ésatfithe task
interact with features of the communication setting to influencerthending process. In several
of the studies, the value of the shared visual information depempdedthe task being performed.

For example, the shared visual information served performance andsatioral efficiency
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more when the tasks were dynamic or the objects in the environment wehg capinging.
However, when the objects were easy to describe or the environment arnsl wbjecstatic and
unchanging, the benefits from the shared visual information were greathjstied. These
interactions between the features of the shared visual informatidhefehtures of the task
demonstrate the importance of understanding task characteristics wéreniniag the value of a
shared visual workspace. These findings help to rectify the dispaiviedre early and more

recent research on the value of visual information in distributed commuonicat

An improved understanding of the roles played by conversational grounding and situation
awareness in collaborative task performance

The work presented in these chapters provides broad empirical suppbet éootdination
mechanisms of conversational grounding and situation awareness. Convierdjegs ffrom the
collection of studies also provide some of the first empirical tbediifferentiate between the
theoretical importance of conversational grounding and that of situsatiareness as

coordination mechanisms for group communication and performance.

An understanding of where visual information is used by conversational passgrey ground
their utterances during a collaborative task

This work also provided an understandingwiierethe visual information was particularly useful
during task-oriented collaboration. The application of sequential apadgdiniques uncovered
how visible actions support understanding in the discourse and allowed detditditat
examination of the patterns of language use and actions that led to kllcmsborative

performance.

In addition, these techniques provided insight into the process leadt dgtthe locations in the
overall task in which the shared visual information was partigules#ful. This results in a
significant advance for theories of interpersonal communication by pngwvédiicher description
of the importance of visual evidence for communication and conversatiicency along with
a detailed analysis of precisely where this visual information @ lmg@articipants during a
collaborative task.

Developing a novel methodology for integrating contextual entities with §tigeintities in a

real-time computational model of discourse salience and coherence
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Finally, the development of a computational model of reference in the peeskvisual
information contributes to our theoretical knowledge by describing gxamii the visual
information can play a role in supporting communication and collaboratiorreshis of the
work presented in Chapters 1 through 6, as well as prior literature, subtedta primary area
of impact that shared visual information had was on the ability of pairfetieély make use of
shared visual information to resolve ambiguity and generate effigifamting expressions. The
development of a computational model detailing how visual information is aechiith
linguistic cues to enable effective reference-making during yigiotipled task-oriented
collaborations furthers our theoretical understanding of how viswahiation influences

language use and expresses this understanding in a computational form.

This work established a novel methodology for integrating contextutesntith linguistic
entities in a real-time computational model of discourse sal@mt&oherence. It also helped to
uncover the relevant linguistic and visual structures at play duringtesked collaborative
interactions and served to describe their interactions. Finally, it as be describe the primary
linguistic and visual features that are required for a successful ofogderence in the presence

of shared visual information.

9.2 Methodological contributions

Overall, this work provides a unique demonstration of a multidiscipliresearch approach that
applies techniques from behavioral research, discourse analysis and ¢amaluitaguistics in a
closely integrated fashion to produce complementary findings and demondicattelleand
efficient exploration of a design space. In addition to this demonstratibe ofierits of such a
multidisciplinary approach, a number of concrete methodological contributenesmade.
Among these are the development of a rigorous experimental paradigm fopdsawgrthe
elements of shared visual space and studying their impact on collab@atiormance. This
work demonstrated a technique for experimentally manipulating featuaeshafred visual
environment and provides a useful empirical tool for observing the inflgnbese
manipulations on task performance and communication processes. It atststtated a
systematic method for examining small group interactions as they untidime by applying
sequential modeling techniques to multi-actor, multi-stream data comnaoamigt fn
collaborative applications. Finally, it provided a number of contidbgtalong the lines of

understanding and evaluating multimodal data. In addition, two major stdtetiaptations were

172



used in this work that can provide a demonstration of the application of aamige of

methodologies to enhance our theoretical understanding.

Application of sequential analysis techniques

The use of sequential analysis techniques and the detailed coding of spkactians
demonstrate in much greater depth how the availability of a shared vieewbrkspace affects
communicative interaction. The use of log-linear modeling and multi-wayngemicy table
analysis yields deeper insight into the communication processesyasifiold over time. This
application of sequential analysis techniques to multimodal interacith order to understand
their sequential structure is a uniqgue methodological contributionsodvtbrik.

Application of MARS methodology

The application and demonstration of the use of a statistical methodadlast a to examine
collaborative task performance over a continuous range of visuakdglagother unique
methodological contribution of this work. This methodology provides detail@ghiriato the
range of delays within which collaborative task performance is notedfeas well as uncovers
the points at which performance begins to break down. In addition, examination of the
corresponding slope coefficients provides an indication of the relatppacit of additional delays
on performance. Application of this methodology to an outstanding theoretical quanaldded
a unified description of what was previously a collection of dispdiratangs from earlier work
that examined discrete levels of delay but could not pinpoint the priesattwhich

collaborative performance breaks down in the presence of delayedinfenadation.

9.3 Applied contributions

The practical contributions of this work address a wide range of applicatoinsan inform the
development of future collaborative systems. Knowledge of the mechawysmsich visual
information can augment and change communication is crucial for the desigeshs that
support remote collaboration, particularly in instances where suppadlfaborative physical
tasks is the goal. By identifying the ways in which visual information padch interoperate, we
can begin to make informed design decisions regarding ways to support visuahtigarin
collaborative applications. The results presented in this diseartaghlight the importance of
making it clear that people know precisely what remote collaboraarses in a shared
workspace. It is not enough to simply allow others to see what is going on, but ratled, mut

understanding of what is available to one another is needed. When confusi®negsding
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what the Helpers can see, the pairs spend time trying to identify the msteigd visual field.
This reduces their overall efficiency since significant timadeded to determine what visual

information is and is not shared (Kraut et al., 2003).

In the puzzle task there are two levels at which the visual infavmaéiems particularly useful.
At a higher level, the pairs find it useful for task planning. For example) plaaning
subsequent directives the Helper often looks at surrounding contextueldatitor. Previous

work has suggested that the Helper often looks to the instructions aimiel&ting her
description of the next step (Fussell et al., 2003b). In this case, provididg-angle view of

the workspace (i.e., a context-oriented view) is useful. However, whesngpaiperforming lower
level coordination of their language it is useful to have a focus-efdte workspace centered on
the actions. Thus, for high-level task planning it may be useful to haigeawiew of the work
area, while for grounding communications it may be more useful to have focesed &

potential design avenue for simultaneously supporting these two lewgisheithrough the
creation of task specific focus + context designs. Initial design avemtigs area have been
explored by Schafer and Bowman in exploring collaborative spatial niawvig&chafer &
Bowman, 2003), and by Greenberg, Gutwin and Cockburn as general techniques in groupware
applications (Greenbergt al, 1996). Coupling these design explorations with detailed
knowledge of how visual information serves the task may lead to a flingubf collaborative
applications development for joint physical tasks. This disgamtatso demonstrated that when
collaborators are aware of their partners’ fields of view, asynieriaterfaces in which different
parties have different modes of accessing the environment appear to béngliygdtiactional.
Developing ways of providing awareness of others’ views can enalgieffyrounding and be

crucial to the development of successful applications for remote ocd@tadoon physical tasks.

Throughout this dissertation, the findings suggest that actions pwidhee efficient
mechanism for establishing mutual understanding. Rather than relying onigeprecversation
to determine if something had been done correctly, having it in view to veuifyal
understanding was extremely useful, particularly in a tightly coordinatadgtyor one in which
the expertise is distributed. This may suggest that the use of sahepeesentations in lieu of
direct video feeds in low bandwidth conditions may be more useful to parteip#mey
represent the group actions rather than the others’ faces or bodiesafgle, sensors might
provide schematic feedback about what objects have been selected or mowedud lo¢

schematic representations has been shown in similar settings by alsamst&Gutwin and
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Penner’s telepointer traces (Gutwin & Penner, 2002), which providbedek about a partner’'s

trajectory of cursor movements within a shared workspace.

In addition to the benefits of the empirical work, the modeling performed iattbe portion of
this thesis provides a number of practical benefits. For example, itsiezpinputational
description can be used to develop more natural conversational interagttohsman actors in
a variety of human-to-human, human-to-computer, human-to-agent, and huroaoito-
interactions. It can be used to augment and improve the performance of-steteart models of
communication currently used in natural language generation systemsnareused to develop
systems that emulate increasingly naturalistic and redtistitan conversational behavior.

The models can also be used to provide insight into when, how and why certairopigseal
information need to be presented to remote collaborators. In partewamputational
description of ambiguous and incoherent states of a discourse can be used td aysperas to
provide an indication of when and where particular pieces of verbaluzl vigormation might

be needed.

9.4 Closing remarks

Throughout this dissertation, | have argued that shared visual inforrisaéiesential for complex
task-oriented collaborations because it facilitates the abilitye pairs to maintain awareness of
the task state, helps them to reduce errors and ambiguities when toamewit is visually
complex, and facilitates grounding and communication by allowing the use ofefffishguage
as a method for monitoring comprehension. The effects of new communication tectarelogy
not superficial, and their developers should not be guided by surface chstiastdy
considering the ways that technologies, and the tasks we attempt withdheitesact with,
modify, and rely on language, greater strides can be made in amdigngtand design. Moreover,
these developments illuminate basic principles of conversation ang gehavior in profound
ways, bringing into focus not only technological but traditional commupitaiocesses. While
further work remains in order to completely understand the impact of shiaved imformation

on task-oriented collaboration, this thesis provides a major step fomvaradviding a
theoretically grounded understanding of the ways in which shared visuah&tion influences
collaborative performance, as well as a direction for the futurelai@went of technologies to

better enable distance collaboration.
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Appendix A: Puzzle Study Coding Manual

This appendix presents the original coding manual used for the communicatient coalyses
performed in the first puzzle study and augmented in subsequent studiesniilislavel coding
scheme that aims to capture elements of the task, the utterancesgaragéaused, and the

actions and movements performed in the shared visual environment.

Coding notes

Pieces are numbered from 1 to 8 by their original location on the stagingtaréag at the top

left and working across each row.

Task status

This level of the coding captures basic task information. For exambén a trial begins and
ends, piece movements within a trial, and the beginning and ending of referpietses in the

shared workspace.

Code Description and Example

BEGIN TRIAL Mark the beginning of each trial.

END TRIAL Mark the end of each trial.

BEGIN PIECE # When the participants begin work on each new piece, where # is the number of

the piece. The beginning of a new piece is defined as the first referential
statement to that piece.

END PIECE # When participants end work on each piece, where # is the number of the piece.
Work ends on a piece when the participants stop discussing or moving the piece
actively.

BEGIN REFERENT Add the tag before the first referential statement for each piece.

(.e,, <x, R, x>)

END REFERENT Add the tag after the piece is moved, or if that does not occur, when the
discussion moves on to the next piece (usually after a move behavior).

BEGIN POSITION Add the tag before the first position statement of each piece.

(i.e.,, <x, P, x>)
END POSITION Add the tag after the piece has been positioned, or if that does not occur, when
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the discussion moves on to the next piece (usually after a position behavior).

BEGIN CONTEXT Add the tag at the beginning of each context-gathering exchange of greater than
two utterance.

END CONTEXT Add the tag at the end of each context-gathering exchange of greater than two
utterances.
TIMEOUT Add the tag whenever a timeout or abnormal disruption occurs.
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Utterances

The following present the different forms of utterances that could c&ach utterance is

coded as a tuple, where each hagarm, Utterance TypgandDeixis> component. Each of

these are described in turn.

Form

Code Description and Example

Q (Question) Used for questions, including rhetorical questions,
For example:
“The red one?”

A (Answer) Used for answers or responses to questions.

K (acKnowledgement)

S (Statement)

?? (Unknown)

For example:
Helper: How many reds do you have?

Worker: Uh, three. <A, CR, N >
Used for acknowledgements. Utterances comprised mainly of phrases such as
"mmm hmm," "okay," "yeah," and/or repetition of the previous speaker's words.
For example:
Helper: Putitin the right hand corner.
Worker: Yeah, the right hand corner, OK. <K, AU, S >

Used for statements, typically all other utterances.
For example:
“Take the red one.”

Used for utterances that are completely or partially inaudible or
incomprehensible and that thus can not be coded.

For example:
(code (??,??,?7?) if completely unusable,
otherwise only those categories that make sense.

If an utterance can be interpreted as multiple forms, they use the ordecedfignce shown

above (Question, Answer, acKknowledgement, Statement).

Utterance types

Code

Description and Example

R (References)

P (Positions)

AU (Acknowledgements
of Understanding))

Code R for references to and attempts to describe a specific piece. Note that
descriptions of several pieces are coded as CR (task context—referent).

For example:
“Take the red one.”
Code P for attempts to describe the position of a specific piece, even if its

position is described relative to one or more already placed pieces. Note that
the position of several pieces together is coded CP (task context—position).

For example:
“Put that one touching the upper right corner of the blue one.”

” o

Code AU for acknowledgements of understanding. Thus, “mmm hmm,” “okay,”
and similar statements are only coded AU when they directly follow a statement
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AB (Acknowledgements
of Behavior)

CR (Task Context —
Referential))

CP (Task Context —
Positional)

C? (Task Context —
Other)

IP (Internal Perceptions)

IT (Internal Thoughts)

ES (Explicit Strategies)

F (Fragment)

** (Other)

?? (Unknown)

or acKknowledgement. Note that those phrases when used after behaviors
should instead be coded as acknowledgments of behavior (code AB).

For example:

Helper: Take the red one.

Worker: Mmm hmm. <K, AU, N >
Code AB for acknowledgements of behavior. Thus, “mmm hmm,” “okay,” and
similar statements are only coded AB when they directly follow a behavior. Note

that those phrases when used after a statement or acKknowledgement should
instead be coded as acknowledgments of understanding (code AU).

For example:
Helper: Take the red one.
Worker moves red piece.
Worker: Mmm hmm. <K, AB, N >
Code CR (task context—referent) for referential contextual information about

the task not already covered by other categories. This includes utterances
regarding what colors are available, etc.

For example:
“What colors do you have?”
“I have three reds.”

” o

Code CP (task context—position) for position-related contextual information
about the task not already covered by other categories. This includes
descriptions of the position of several pieces together (patterns), etc.

For example:
“The last three blocks should form, like, a diagonal line.”
Code C? (task context—other) for contextual information about the task not

already covered by CR, CP, or any other categories. This includes the degree of
shared visual space, etc.

For example:
“There’s a delay.”

Code IP for utterances relating to participants’ internal perceptions.
For example:
“| can’t see anything.”
“Did you hear that?”
Code IT for utterances relating to participants’ non-perceptual internal thoughts

and beliefs regarding the task, including most statements using the verb “to
think,” etc.

For example:

“I thought you could see my moves.”
Code ES for utterances relating to explicit strategies. Do not code ES for
anything other than explicit strategies for completing the task.

For example:

“Let’s do this to establish what colors are available...”
Code F for speech fragments, when the speaker either is cut off or does not
finish their utterance, making it impossible to classify it otherwise.

For example:

“What about—"

“It's probably too—*
Code ** (other) for utterances that are not related to the experiment or simply
can not be put into any of the other categories.

For example:

“This is so boring.”

“I'm sorry.”
Code ?? (uncodable) for utterances that are completely or partially inaudible or
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incomprehensible and that thus can not be coded.
For example:
code < ??, ??, ?? > if completely unusable,
otherwise only those categories that make sense.

Deixis
If deixis is present, include the appropriate letters, as describmd, bielthe ordeMHS. For

example, an utterance with this/that and spatial deixis would be &t#lezhe with temporal and

spatial deixis would b&S, and one with all three deixis would BeIS. Otherwise, codbl (no

deixis).
Code Description and Example
T (Temporal) Code T for utterances that use temporal deixis (now, then, changing, etc.)
For example:
“Now it's pink.”
“It's changing from purple to red to green.”
H (Deictic pronouns) Code H for utterances that use the deictic terms “this,” “that,” “there,” or other
related terms.
For example:
“Move that one up half a square.”
“This one is wrong.”
“Put the red one over there.”
S (Spatial Deictics / Code S for utterances that use spatial deixis other than “this,” “that,” etc, such
Locatives) as “above,” “below,” "in front of,” "on top of,” “next
to,” "behind,” "right,” "left,” "up,” "down,” “touching,” etc.
For example:
“Put it in the upper right-hand corner.”
“It's on top of the upper half of the red one.”
“Place it next to the blue one.”
?? (Unknown) Code ?? (uncodable) for utterances that are completely or partially inaudible or
incomprehensible and that thus can not be coded.
For example:

code < ??, ??, ?? > if completely unusable,
otherwise only those categories that make sense.
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Behaviors

The final level of the coding scheme captures information about tbe pievements in the

workspace and their quality.

Actions

Code Description and Example

M (Moves) Code M for moves. A move occurs when a piece is moved from the staging
area to be eventually placed on the work area. A move begins at the frame
before the movement is visible. It ends at the first frame where a piece is both
fully in the work area AND stopped or moving slowly.

R (Removes) Code R for removes. A remove occurs when a piece is moved from the work

area back onto the staging area. A remove begins at the frame before the
movement is visible. It ends at the first frame where a piece is both fully in the
staging area AND stopped or moving slowly.

P (Positioning) Code P for positioning. Positioning occurs when a piece is moved from an
arbitrary position or one where it had previously been positioned to a new
position where it is explicitly released and left for at least a short period of time.
Positioning begins when a piece moves from stop or slow movement (often
directly after the move). It ends when the piece is in its final position.

S (Showing) Code S for showing. Showing occurs when the worker temporarily moves
pieces from the staging area into the work area and quickly removes them
without the intent of integrating them into their solution. It begins at the frame
before the movement is visible, and ends when the piece has been replaced on
the staging area.

Accuracy

Code Description and Example

C (Correct) Code C (correct) in these cases:

o For moves and removes, code C when the piece being
moved/removed is the one they have most recently been directed to
use by the helper AND matches the helper’s solution.

o For positioning, code C when the piece being moved (regardless of its
correctness) is put in the correct position relative to the pieces
previously placed as per the helper's most recent instructions AND the
helper’s solution. Thus, if the previous positioning was incorrect, the
current positioning’s correctness is based solely on its position relative
to the other pieces (including the incorrect one), even if the overall
pattern is now incorrect.

o For showing, code C if the piece would have been correct to move.

I (Incorrect) Code | (incorrect) in these cases:

o For moves and removes, code | when the piece being moved/removed
is not the one they have most recently been directed to use by the
helper OR does not match the helper’s solution.

o For positioning, code | when the piece being moved (regardless of its
correctness) is put in the incorrect position relative to the pieces
previously placed as per the helper's most recent instructions AND the
helper’s solution.

o For showing, code | if the piece would have been incorrect to move.
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N (Not applicable) Code N (not applicable) when no information has been given to the worker, and
they thus cannot make any judgments about accuracy. Also code N for
positioning when a set of pieces are repositioned simply to make room for an
additional piece, without any change to their relative positions to one another.
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Other notes

Note that not all piece movement is coded. If a piece is moved around tig stizegi but not
moved into the work area, it is not coded. If a piece is moved only slighttydne arbitrary

location to another on the work area, it is not coded either.

Divide an utterance into multiple utterances if it consists of moredha sentence or idea, has
relatively long breaks of silence, or contains more than one utterance type

When it is apparent that a subject is using a word or phrase whidd wormally be divided
from the rest of an utterance and coded separately (i.e. OK) as a haekdf,sgroup that
utterance with the larger utterance and code it as such (i.e. OK, nothealkgldish blue one
< SR N>).

If a portion (or all) of an utterance is inaudible or incomprehensibldywsgquestion marks

“??") as a substitute for that portion in the Utterance field.
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Appendix B: The Basic Centering Algorithm

The following presents an overview of Centering Theory (Grosz et al., 1883y original

centering algorithm as proposed by Brennan and colleagues (Brennan et al., 1987).

Centering theory

Centering Theory is a framework composed of a system of rules and cuagtrat interact with
semantic restrictions and world knowledge and make use of data isutcticapture the local
attentional focus of a discourse. These elements come together to thevextationships
between the discourse content and the surface forms of the utterameegarbby the

conversational participants.

The basic centering model

The Centering model describes discourse, or in the case P E CORPUSthe shared

visible actions and spoken language that constitute a collaboraiiigyaBuch a discourse can
be broken out into component segments that serve as the base units footimsaiswdel. For
the purpose of this document, we will describe each discourse segmemnt &Simer, 1986) as
consisting of a sequence of utterantss.,..,U,, even though in practice these units will be used
to capture both physical actions and spoken elements. The following szesrihe basic
centering model as described in (Grosz et al., 1983) and as refined in (Breahah9&7; Grosz
et al., 1995; Walkeet al, 1998).

The notion of centers

A “center” is a semantic entity that captures the notion of thewrustate of focus (i.e., the
“topic”) of a given utterance, taking into account existing context, ppioken discourse, etc. In

order to capture the notion of shared attentional topic, each uttethris associated with a
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ranked list of potentidbrward-looking center¢CF), apreferred cente(CP), and abackward-
looking centel(CB). Together, these elements (described in detail below) provide meisafior
predicting the preferred interpretation of the current topic of $eodirse (with th€P) and for
looking back to the previous discourse (with @8 to determine the fluidity with which the

discourse is proceeding.

The list of forward-looking centers for a given utterar@e(U,), is a ranked-list of partially-
ordered discourse entities that are realized by the linguistic sigmmesn the utterance. The
ranking of a given entity in this list is based on grammatical function antlyocgrresponds to
the likelihood that the entity will be chosen as the focal center obtosving utterancel,.;.
This ranked list provides an indication of the relative salience dbtad discourse entities. The
most highly ranked entity in this list is referred to as the preferredrc@m(U,), and it is the
most likely candidate to be the focal center of the next utterancéaathkevard-looking center,
CB(U,), captures the actual discourse entity that the current uttésagoceut. In many
formulations, this entity must be realized in the immediately piegautterancelJ,, ;, although
this is one of the parametric instantiations that often challengedédfails see Poesio et al.,
2004).

Constraints and rules

In addition to these basic structures for describing discourse ceheecgntering model includes
a set of rules and constraints based on psycholinguistic accounts of kuggnagation and

comprehension (these constraints and rules are drawn from Brennan et al., 1987)

Constraints,
There is precisely one backward looking cenids,
Every element o€F(U,) must be realized ib,.
CB(U,) is the highest-ranked element@F(U, ) that is realized itJ,.

Rules (adapted from Brennan et al., 1987; Grosz et al., 1995),
Rule 1 If any element o€CF(U,) is realized by a pronoun ly.; then theCB(U,.1) must
be realized by a pronoun also.
Rule 2 Transition states (as defined below and shown in Table B.1 and Tapkr®.2
ordered such that sequences of continuations are preferred over sequesteds ad;r
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sequences of retaining are preferred to sequences of smoothastdftsequences of

smooth-shifts are preferred to sequences of rough-shifts.

The coherence of transitions

The coherence of a discourse segment is captured by the transitiiom teddiveen the prior
utterance’s preferred cent&P(U, 1), and the backward-looking center of the current utterance,
CB(U,), as well as the relation between the current preferred c&f@y,), and the current
backward-looking cente€B(U,). This notion of discourse coherence is captured through a

typology of transitions defined in Table B.1.

When a speaker has been talking about a particular entity and intendsrioectalking about
that same entity, a CONTINUE transition should occur. This is capturdeeligct that the
CB(U,) is the same as it was in the prior utterance and that the emtigpithe highest ranked
entity in the current set of forward-looking centers (i.e., it iSGR@J,) as well).

Table B.1. The four main transition definitions used to capture disourse coherence.

CB(U,) = CB(Un) or CB(U,) # CB(Un.1)
CB(Un.1) = NIL
CB(Un) = CP(Uy) CONTINUE SMOOTH-SHIFT
CB(Un) # CP(Un) RETAIN ROUGH-SHIFT

If however, theCB(U,) is the same as it was in the prior utterance but the entity is nuigtiest
ranked entity in the current set of forward-looking centers (i.e. nioi theCP(U,) as well), then
a transition type of RETAIN is said to occur. Grosz and Sidner (1986) proghightransition
occurs in the situation when a speaker intends to shift the conversatjgindbtnew entity and

they signal this by demoting the current center in the ranked listafutise entities.

Finally, if the relation between th@B(U,) and theCB(U,.1) no longer holds, we enter one of the
shift states indicated in the right half of Table B.1. These transitxist when the backward-
looking center is not retained in any way between subsequent utterancemrBaad colleagues
(Brennan et al., 1987) identified a finer distinction in the case of simttgproposed two types. In
the case where theB(U,) is still the highest ranked entit@P(U,)), we have what is referred to
as a SMOOTH-SHIFT. However, when @8(U,) is not the highest ranked entity, we have a
ROUGH-SHIFT transition.
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Together, these transition types describe the relative smoothriksghidh the discourse
proceeds. As exemplified in Table B.2, the CONTINUE transition is the smotinesbst
coherent) transition, while the ROUGH-SHIFT is the least coh¢ramsition.

Table B.2. Transition rankings.

CONTINUE < RETAIN < SMOOTH-SHIFT < ROUGH-SHIFT

Consider a speaker that has a number of things to talk about. The mostetiracd coherent
way for her to present the information would be to provide all the infwmateded about a
given entity before introducing and shifting to new topics. For example, iPUXELE CORPUS
it would be considered much more conversationally coherent for the Helfirest describe a
piece, then describe its location in the workspace, and useititis position> cycle for the
remaining pieces, than it would be for the Helper to first describe @, piem describe the
second piece and eventually switch to a placement strateg@pist@ piece, ... piece>

<placement, placement,...,placement> strategy where the entity of focus changes back and

forth more frequently.

The centering algorithm

Given the previously described rules and constraints, Brennan and colleagpesegrthe
following pronoun binding algorithm. It is presented here in its origmahfas originally
described by Brennan and colleagues (1987) to serve as a basis foothimdotliscussions.

There are four major stages to the Centering algori¢ghyxConstruct, (2) Filter, (3) Classify
and(4) Select During the Construct stage all of the possible elements for anapéferience are
identified. Then, the pronouns are mapped to the discourse entities, maingaipiagreement
features. During the second stage, Filter, the possible mappings ardetidzased on the
aforementioned constraints and rules. The Classify stage clagsifib of the possible transitions
according to one of the four transition types presented in Table B.1. Fihallgetect stage
chooses the best possibility among the classified types using the prefamgings presented in
Table B.1.

(1) Construct:

This stage primarily deals with the construction of the potentiainef) expressions and

anaphoric candidates.
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Create set of referring expressions (RES).
Order REs by grammatical function.
Create a set of possibF-lists. Expand each element of (2) according to the whether it
is a pronoun, description, or proper noun.
a. Pronounsexpand into a set with entries for each RE in the precéthigst (i.e.,
CF(U,.1)) that matches the following:
i. Its agreement features.
ii. The selectional constraints projected by the verb.
iii. The contraindexing constraints of other elements in the cuererist
being expanded.
b. Descriptionsare not expanded; rather they are represented by their intention and
an index.
c. Proper nounexpand into a set with an entry for each discourse entity it could

realize.

4. Create a list of potential backward looking centers (i.e.C)e This is the list of all the

entities inCF(U,,.,) plus the additional entry of NIL.

5. Generate the proposed referential anchors using the cross-prodegtsof3tand (4).

(2) Filter:
Possibilities are discarded unless all of the following criteriareaie(the following are directly

taken from the description in Brennan et al., 1987):

1. Filter by what are referred to as contra-indices. These are thewdameshe same

antecedent exists for two pronouns or there is an antecedent proposeddoexsigiing
pronoun with which it is contra-indexed. These selections are removed from
consideration.

The CF(U,.y) list is traversed and the objects kept are those that exist @Fthst of the
anchor. If the propose@B is not the first element of this list then the given anchor is
eliminated. This provides a guarantee thatGBewill be the highest ranked element of
the CF(U,4) in the current utterance.

If the proposedCB does not match any of the entities realized in the propoBdidt

then this anchor is eliminated. This provides a guarantee that ifemem is realized as

a pronoun then théB is realized as a pronoun.

(3) Classify:
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Classify each potential RE anchor in the list using the transiti@viopisly described. Udé, ;
as the previous utterance ddglas the current utterance and examine the potential transitions

between them.

(4) Select:

Each of the possible transitions from is ranked according to the imansibkings in Table B.2.
ThenCB(U,) is set to the propose&eB andCF(U,) is set to the proposezf of the highest
ranked anchor.

A worked example using centering

This section presents a walkthrough of the algorithm on the followingottefrom an excerpt
in thePUZZLE CORPUS

(B.1) Helper: There’s like a red one.
Helper: Thatouches the bottom left corner of the blue one.
Helper: OK and there’s like a brown one.

Example 5.1: That touches the bottom left corner of the blue one [exBetptl{tt)]

Step.Construct.1 ([that][bottom left corner][blue one])

Step.Construct.2 ([that][bottom left corner][blue one])

Step.Construct.3 ([RED_ONE:that][bottom left corner][blue one])

Step.Construct.4 ([RED_ONE], [NIL])

Step.Construct.5 <[RED_ONE], ([RED_ONE:that][bottom left corner][blue one])>
<NIL, ((RED_ONE:that][bottom left corner][blue one])>

Step.Filter.1 <[RED_ONE], (([RED_ONE:that][bottom left corner][blue one])>
<NIL, ([RED_ONE:that][bottom left corner][blue one])>

Step.Filter.2 <[RED_ONE], (I[RED_ONE:that][bottom left corner][blue one])>

Step.Filter.3 <[RED_ONE], ([RED_ONE:that][bottom left corner][blue one])>

Step.Classify.1 <[RED_ONE], ([RED_ONE:that][bottom left corner][blue one])>
Transition Type: CONTINUE

Step.Select.1 CB(Utt2) = RED_ONE

CF(Utt2) = ([RED_ONE:that][bottom left corner][blue one])
(trivial)
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Appendix C: The Left-Right Centering Algorithm

The following is a replication of the LRC algorithm originally desedlin (Tetreault, 2001). This
description piggybacks on some of the formal notation and structuregd @tahe previous
appendix. Tetreault's LRC algorithm was developed in response BFfR@lgorithms lack of
incremental processing. It is an incremental resolution algortiabfallows the centering
constraints. A major difference between the LRC algorithm and thaésBiRE LRC's ability to
first search intrasententially, and if a referent is not founthi® referring expression, it can then
search intersententially. In other words, the algorithm begins by firdghipédr a possible
antecedent in the current utterance. If one is not found, the algorithm then begiasch the

previous the utteranceG@F-list in a left-to-right fashion for an antecedent.

The following is reproduced from the original description of the LR@rélym presented in
(Tetreault, 2001):

1. Preprocessing:From the previous utterandeB(U,_,) andCFU, ) are available.
2. Process the utteranceParse and extract incrementally frafpall references to
discourse entities. For each pronoun do:
a. Search for an antecedent intrasententiallgfapartial(U,) that meets feature
and binding constraints. If one is found, proceed to the next pronoun within the
utterance. Else go to (b).
b. Search for an antecedent intersententiallghU, ,) that meets feature and
binding constraints.
3. Create CF: Create theCF-list of U,, by ranking discourse entities 0f, according to
grammatical function. Tetreault’s original implementation usedtdadefight breadth-

first walk of the parse tree to approximate sorting by grammaticatidunc
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Appendix D: Penn Treebank Il POS Tags

The following describes the part of speech and bracketing conventions tis&ewnm Treebank
Il style tags. This information is originally published in Santorini’$esguide (Santorini, 1995)

and the bracketing style manual. Both are availabletizt//www.cis.upenn.edu/~treebank

Part of speech tags

CcC Coordinating conjunction
CD Cardinal number

DT Determiner

EX Existentialthere

FW Foreign word

IN Preposition or subordinating conjunction
JJ Adjective

JIR Adjective, comparative
JJS Adjective, superlative

LS List item marker

MD Modal

NN Noun, singular or mass
NNS Noun, plural

NNP Proper noun, singular

NNPS Proper noun, plural

PDT Predeterminer

POS Possessive ending
PRP Personal pronoun
PRP$ Possessive pronoun
RB Adverb
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RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP
VBZ
WDT
WP
WP$
WRB

Adverb, comparative

Adverb, superlative

Particle

Symbol

to

Interjection

Verb, base form

Verb, past tense

Verb, gerund or present participle
Verb, past participle

Verb, non-3rd person singular present
Verb, 3rd person singular present
Wh-determiner

Wh-pronoun

Possessive wh-pronoun
Wh-adverb
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Phrase level tags

ADJP
ADVP
CONJP
FRAG
INTJ
LST
NAC

NP
NX

PP
PRN
PRT

QP

RRC
ucP

VP
WHADJP
WHAVP

WHNP

WHPP

Adjective Phrase.

Adverb Phrase.

Conjunction Phrase.

Fragment.

Interjection. Corresponds approximately to the part-of-speech tag UH.

List marker. Includes surrounding punctuation.

Not a Constituent; used to show the scope of certain prenominal modifiers within
an NP.

Noun Phrase.

Used within certain complex NPs to mark the head of the NP. Corresponds very
roughly to N-bar level but used quite differently.

Prepositional Phrase.

Parenthetical.

Particle. Category for words that should be tagged RP.

Quantifier Phrase (i.e. complex measure/amount phrase); used within NP.
Reduced Relative Clause.

Unlike Coordinated Phrase.

Verb Phrase.

Wh-adjective Phrase. Adjectival phrase containing a wh-adverb b hot.
Wh-adverb Phrase. Introduces a clause with an NP gap. May be nullrfocuantai

the 0 complementizer) or lexical, containing a wh-adverb such as how or why.
Wh-noun Phrase. Introduces a clause with an NP gap. May be null (containing the
0 complementizer) or lexical, containing some wh-word (e.g., who, which book,
whose daughter, none of which, or how many leopards).

Wh-prepositional Phrase. Prepositional phrase containing a wh-noun phrase (such
as of which or by whose authority) that either introduces a PP gap otaieah

by a WHNP.

Unknown, uncertain, or unbracketable. X is often used for bracketing typos and in
bracketing the...the-constructions.
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Clause level tags

S

SBAR
SBARQ

SINV

SQ

Simple declarative clause, i.e. one that is not introduced by a (possiblg empty
subordinating conjunction or a wh-word and that does not exhibit subject-verb
inversion.

Clause introduced by a (possibly empty) subordinating conjunction.

Direct question introduced by a wh-word or a wh-phrase. Indirect questions and
relative clauses should be bracketed as SBAR, not SBARQ.

Inverted declarative sentence, i.e. one in which the subject fallmwensed verb

or modal.

Inverted yes/no question, or main clause of a wh-question, following the wh-phrase
in SBARQ.
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Appendix E: Raw Data Log of Visual Information

File Header Information

Contains basic information
about trial and block number,
start time, set of stimulus
blocks and positions, and
settings of the shared visual
space

"COMM;Subject ID: 2"
"COMM;:Subject SVS_CDCC_04-07-21-1500_2_ W"
"SEND;P941140000011000"
"BLOCK; 0"

"TRIAL; 1"

"BLOCK-COLOR; 4"
"BLOCK-DELAY; Oms"
"BLOCK-PUZZLESET; 1"
"BLOCK-SHAREDSPACE; True"
"BLOCK-COLORCYCLE; 0"
"VIEWPORT: full*

"KEY-BLOCK; 0"

Key Block Information

Contains X,Y coordinates
and movements of the key
block (0). These coordinates
are then used to calculate
the relative positioning of the
other blocks in the puzzle to
facilitate scoring.

"MOVE; 6020ms block(0) 5265,4200"
"MOVE; 6040ms block(0) 4890,4200"
"MOVE; 6080ms block(0) 4515,4200"
"MOVE; 6100ms block(0) 4140,4200"
"MOVE; 6120ms block(0) 3390,4200"
"MOVE; 6140ms block(0) 3015,4200"
"MOVE; 6160ms block(0) 2640,4200"
"MOVE; 6180ms block(0) 2265,4200"

Block Information
Contains absolute X,Y
coordinates and relative X,Y
coordinates to the key block.

"MOVE; 8320ms block(4) 7515,3075 5250,-750"
"MOVE; 8360ms block(4) 7140,3075 4875,-750"
"MOVE; 8420ms block(4) 6765,3075 4500,-750"
"MOVE; 10320ms block(5) 9390,3075 7125,-750"
"MOVE; 12700ms block(5) 9015,3075 6750,-750"
"MOVE; 12740ms block(5) 8265,3075 6000,-750"
"MOVE; 12780ms block(5) 7140,3075 4875,-750"
"MOVE; 12820ms block(5) 6015,3075 3750,-750"
"MOVE; 12840ms block(5) 4890,3075 2625,-750"
"MOVE; 14480ms block(4) 6015,2700 3750,-1125"
"MOVE; 14500ms block(4) 5265,2325 3000,-1500"
"MOVE; 14560ms block(4) 4515,1575 2250,-2250"
"MOVE; 14580ms block(4) 4140,1575 1875,-2250"

Footer Information

Closeout information for the
trial.

"TRIAL-TIME;73300ms"
"TRIAL-END;16735093"
"COMM;7/21/2004 3:15:13 PM"
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Appendix F: Additional Statistical Details

Included in this appendix are the additional statistical details forpdesgnted in the various chapters. Each major section containerzalditi

statistics for a given chapter.

Chapter 3 appended statistical details

Task performance model, analysis of variance table.

Stable Drift
Immediate Delayed None Immediate Delayed None
Dependent
Row Variable N Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE)
Completion Time 485° 58.2° 56.4 ° 56.1° 81.0° 97.0°
A (seconds) 288 (5.87) (6.20) (6.11) (5.89) (6.15) (6.11)
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Speaker communication models, analysis of variance tables

Helper Worker

Immediate Delayed None Immediate Delayed None
Dependent
Row Variable N Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE)
Word Production 435° 4.47% 451° 1.58° 2.33° 3.10°
B Rate (nLog) 144 (176) (.182) (.186) (176) (.182) (.186)
Number of )

Acknowledgements 1.79° 1.59? -0.75 1.58% 2.3°%¢ 3.05°
C of Behavior 140 (.363) (.359) (.393) (.362) (.392) (.338)

Number of ) ) )
Acknowledgements 0.669 ° 0.454° 1.1% 1.92% 2.57 5.09 °
D of Understanding 140 (.461) (.458) (.503) (:462) (.500) (.430)
Number of Deictic 2.07° 1.372° 0.95 "¢ 0.92° 0.65 "¢ 0.08°
E Pronouns 140 (.351) (.348) (.382) (.351) (.380) (.327)
Number of Spatial 4.48° 5.91° 5.56 ° 1.17° 1.37° 1.26 °
F Deictics 140 (.459) (.452) (.491) (.455) (.494) (.430)
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Row A: Task performance effect tests

A. Performance Model

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 258 0.78 0.379

Puzzle Difficulty 1 258 5.75 0.017 **
Color Drift 1 10 10.19 0.010 *
Shared Visual Information 2 258 24.15 <.001 il
Block x Shared Visual Information 2 258 3.13 0.045 **
Block x Puzzle Difficulty 1 258 0.09 0.765

Block x Color Drift 1 258 0.46 0.496

Puzzle Difficulty x Color Drift 1 258 3.15 0.077 *
Shared Visual Information x Color Drift 2 258 11.41 <.001 *kk
Shared Visual Information x Puzzle Difficulty 2 258 1.01 0.367

Block x Puzzle Difficulty x Color Drift 1 258 0.00 0.998

Block x Puzzle Difficulty x Shared Visual Information 2 258 1.29 0.278

Block x Color Drift x Shared Visual Information 2 258 0.91 0.406
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Speaker communication models effect tests
B. Word Rate Model

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 110 2.70 0.103

Time (log minutes) 1 110 42.27 <.001 ok
Speaker Role 1 110 292.95 <.001 ok
Puzzle Difficulty 1 110 1.24 0.268

Color Drift 1 12 0.54 0.475

Shared Visual Information 2 110 11.45 <.001 ik
Block x Puzzle Difficulty 1 110 0.47 0.495

Block x Color Drift 1 110 5.12 0.026 **
Puzzle Difficulty x Color Drift 1 110 0.03 0.855

Block x Speaker Role 1 110 0.92 0.340

Puzzle Difficulty x Speaker Role 1 110 3.23 0.075 *
Color Drift x Speaker Role 1 110 1.08 0.301

Shared Visual Information x Speaker Role 2 110 10.81 <.001 *kk
Shared Visual Information x Color Drift 2 110 3.80 0.025 **
Shared Visual Information x Puzzle Difficulty 2 110 0.18 0.832

Block x Shared Visual Information 2 110 0.84 0.436

Block x Shared Visual Information x Speaker Role 2 110 10.66 <.001 i
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C. Acknowledgements of Behavior

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 105 1.10 0.297

Time (log minutes) 1 105 0.04 0.834
Speaker Role 1 105 8.68 0.004 Fkk
Puzzle Difficulty 1 105 0.00 0.976

Color Drift 1 10 0.86 0.377

Shared Visual Information 2 105 3.60 0.031 **
Block x Puzzle Difficulty 1 105 0.09 0.764

Block x Color Drift 1 105 4.60 0.034 **
Puzzle Difficulty x Color Drift 1 105 0.27 0.604

Block x Speaker Role 1 105 0.00 0.945

Puzzle Difficulty x Speaker Role 1 105 1.83 0.179

Color Drift x Speaker Role 1 105 0.02 0.898

Shared Visual Information x Speaker Role 2 105 33.56 <.001 *kk
Shared Visual Information x Color Drift 2 105 3.41 0.037 **
Shared Visual Information x Puzzle Difficulty 2 105 0.28 0.759

Block x Shared Visual Information 2 105 2.16 0.120

Block x Shared Visual Information x Speaker Role 2 105 1.05 0.355

Words 1 105 7.79 0.006 ek
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D. Acknowledgements of Understanding

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 105 1.02 0.315

Time (log minutes) 1 105 17.41 <.001 ok
Speaker Role 1 105 15.48 <.001 ok
Puzzle Difficulty 1 105 0.34 0.559

Color Drift 1 10 0.58 0.464

Shared Visual Information 2 105 12.43 <.001 ik
Block x Puzzle Difficulty 1 105 1.87 0.174

Block x Color Drift 1 105 0.40 0.527

Puzzle Difficulty x Color Drift 1 105 0.17 0.683

Block x Speaker Role 1 105 0.07 0.790

Puzzle Difficulty x Speaker Role 1 105 0.41 0.524

Color Drift x Speaker Role 1 105 6.21 0.014 **
Shared Visual Information x Speaker Role 2 105 8.66 <.001 *kk
Shared Visual Information x Color Drift 2 105 5.30 0.006 ik
Shared Visual Information x Puzzle Difficulty 2 105 0.83 0.437

Block x Shared Visual Information 2 105 0.55 0.579

Block x Shared Visual Information x Speaker Role 2 105 453 0.013 **
Words 1 105 0.17 0.679
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E. Deictic Pronouns

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 105 1.10 0.297

Time (log minutes) 1 105 2.63 0.108
Speaker Role 1 105 3.75 0.055 *
Puzzle Difficulty 1 105 0.27 0.602

Color Drift 1 10 0.07 0.797

Shared Visual Information 2 105 5.47 0.006 ik
Block x Puzzle Difficulty 1 105 2.86 0.094 *
Block x Color Drift 1 105 4.17 0.044 **
Puzzle Difficulty x Color Drift 1 105 0.11 0.745

Block x Speaker Role 1 105 0.00 0.985

Puzzle Difficulty x Speaker Role 1 105 0.01 0.917

Color Drift x Speaker Role 1 105 0.36 0.549

Shared Visual Information x Speaker Role 2 105 0.37 0.692

Shared Visual Information x Color Drift 2 105 0.56 0.570

Shared Visual Information x Puzzle Difficulty 2 105 0.91 0.407

Block x Shared Visual Information 2 105 7.20 0.001 ok
Block x Shared Visual Information x Speaker Role 2 105 0.26 0.769

Words 1 105 0.45 0.502
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F. Spatial Deixis

Terms DFyum  DFpen F-Ratio p-value sig.
Block 1 105 0.13 0.723

Time (log minutes) 1 105 0.01 0.938
Speaker Role 1 105 45.85 <.001 ok
Puzzle Difficulty 1 105 2.15 0.146

Color Drift 1 10 0.24 0.634

Shared Visual Information 2 105 2.66 0.074 *
Block x Puzzle Difficulty 1 105 0.00 0.966

Block x Color Drift 1 105 0.13 0.721

Puzzle Difficulty x Color Drift 1 105 0.38 0.538

Block x Speaker Role 1 105 1.27 0.263

Puzzle Difficulty x Speaker Role 1 105 5.11 0.026 **
Color Drift x Speaker Role 1 105 2.92 0.091 *
Shared Visual Information x Speaker Role 2 105 2.15 0.122

Shared Visual Information x Color Drift 2 105 3.21 0.045 **
Shared Visual Information x Puzzle Difficulty 2 105 3.65 0.029 **
Block x Shared Visual Information 2 105 0.67 0.513

Block x Shared Visual Information x Speaker Role 2 105 0.18 0.837

Words 1 105 8.91 0.004 ek
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Chapter 4 appended statistical details

The following tables present the results from the piecewiserlirgaession models for Study 2 and Study 3.

Study 2: Full Model Results

Std. F- Lower CI  Upper CI

Terms Estimate Error DFyum  DFpen  Ratio  (95%) (95%) p-value Sig.
Visual Delay 0.48 2.87 1 610 0.03 -5.16 6.12 0.867

Visual Delay - 939 22.83 6.21 1 610 13.53 10.64 35.01 <.001 ok
Visual Delay - 1798 -28.45 7.30 1 610 15.21 -42.78 -14.12 <.001 ok
Linguistic Complexity -11880.69 722.67 1 610 270.27 -13299.88 -10461.50 <.001 R
Block -965.17 261.32 1 610 13.64 -1478.34 -452.00 <.001 R
Trial -3548.27 583.17 1 610 37.02 -4693.54 -2403.01 <.001 R
Visual Delay x Linguistic Complexity 2.42 2.86 1 610 0.71 -3.21 8.04 0.399

Visual Delay - 939 x Linguistic Complexity 8.23 6.25 1 610 1.73 -4.05 20.51 0.188

Visual Delay - 1798 x Linguistic Complexity -23.43 7.26 1 610 10.41 -37.69 -9.17 0.001 rrk
Block x Linguistic Complexity 85.78 270.05 1 610 0.10 -444.53 616.09 0.751

Trial x Linguistic Complexity 2276.05 583.17 1 610 15.23 1130.79 3421.31 <.001 il
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Study 3: Models for Various Cycle Rates

Std. F- Lower ClI  Upper CI
Terms Estimate Error DFnum DFpen Ratio  (95%) (95%) p-value Sig.
Moderate Change Rate
Delay Rate -2.16 13.91 1 265 0.02 -29.55 25.23 0.877
Delay Rate — 431ms 147.49 51.32 1 265 8.26 46.49 248.50 0.004  ***
Delay Rate — 558ms -141.14 41.10 1 265 11.79 -222.03 -60.26  0.001  ***
Block -320.80  448.29 1 265 0.51  -1203.20 561.60 0.475
Trial -2404.84  834.37 1 265 8.31  -4047.69 -761.99 0.004  **
Fast Change Rate
Delay Rate -68.41 60.55 1 278 1.28 -187.56 50.74  0.259
Delay Rate — 191ms 91.98 61.75 1 278 2.22 -29.54 213.50 0.137
Delay Rate — 1738ms -28.31 7.62 1 278 13.80 -43.31 -13.32 <001  ***
Block -828.95  495.80 1 278 280 -1804.64 146.74 0.096 *
Trial -2191.27 1005.16 1 278 475  -4169.94 -212.59 0.030 **
Very Fast Change Rate
Delay Rate -341.19  215.87 1 254 2.50 -766.15 83.76  0.115
Delay Rate — 154ms 409.47  228.94 1 254 3.20 -41.23 860.17 0.075 *
Delay Rate — 450ms -65.29 23.94 1 254 7.44 -112.43 -18.15  0.007  ***
Block -979.23  722.63 1 254 1.84 -2401.91 443.44  0.177
Trial 483.97 1421.14 1 254 0.12 -2314.71 3282.65 0.734
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Chapter 5 appended statistical details

The following tables present the results from the piecewiserlirgaession models for Study 4, 5 and 6.

Study 4
Solid Plaid

Immediate Delayed None Immediate Delayed None

Dependent
Row Variable N Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE) Mean (SE)
Completion Time 48.0 ° 58.11° 55.7 ° 54.50 *° 79.96 93.54 ¢
G (seconds) 288 (5.78) (5.78) (5.70) (5.78) (5.78) (5.70)
G. Performance Model
F- p-

Terms DFnum DFpen Ratio value sig.
Shared Visual Information 2 266 25.32 <.0001 ***
Puzzle Difficulty 1 266 7.42 0.0069 ***
Lexical Complexity 1 10 9.62 0.0114 **
Shared Visual Information x Puzzle Difficulty 2 266 0.38 0.6848
Shared Visual Information x Lexical Complexity 2 266 11.22 <.0001 ***
Puzzle Difficulty x Lexical Complexity 1 266 0.96 0.3278
Block 1 266 2.13 0.1453
Trial 1 266 17.49 <.0001 ***
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Study 5

Solid Plaid
Immediate  Snapshot Immediate  Snapshot
Dependent
Row Variable N Mean (SE) Mean (SE) Mean (SE) Mean (SE)
Completion Time 39.92° 53.43"° 60.99 ° 91.63°
H (seconds) 721 (4.03) (4.03) (4.03) (4.03)
Aligned Rotated
Immediate  Snapshot Immediate  Snapshot
Dependent
Row Variable N Mean (SE) Mean (SE) Mean (SE) Mean (SE)
Completion Time 32.13° 42.01° 68.77 ° 103.05 °
[ (seconds) 721 (3.19) (3.19) (3.19) (3.19)
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H & I. Performance Model

Terms DFyum DFpen F-Ratio  p-value sig.
View Alignment 1 721 581.44 <.0001 ***
Lexical Complexity 1 30 31.01 <.0001 ***
Immediacy of Visual Information 1 721 118.80 <.0001 ***
View Alignment x Lexical Complexity 1 721 2.32 0.1285
View Alignment x Immediacy 1 721 36.30 <.0001 ***
Lexical Complexity x Immediacy of Visual Info 1 721 17.89 <.0001 ***
Block 1 721 20.17 <.0001 ***
Trial 1 721 212.04 <.0001 ***
Block x Immediacy 1 721 0.02 0.8923
Block x Lexical Complexity 1 721 1.40 0.2371
Block x View Alignment 1 721 546 0.0205 **
Trial x Immediacy 1 721 1.21 0.2723
Trial x Lexical Complexity 1 721 10.99 0.001 ***
Trial x View Alignment 1 721 84.73 <.0001 ***
Block x Trial 1 721 0.28 0.6001
View Alignment x Lexical Complexity x Immediacy 1 721 2.05 0.1524
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Study 6

Results from performance model examining the influence of the field of view

Solid Plaid
Full Large Small None Full Large Small None
Dependent Mean Mean
Row Variable N Mean (SE) Mean(SE) Mean(SE) Mean (SE) (SE) Mean (SE) Mean (SE) (SE)
Completion Time 39.88° 44,57 %P 48.30° 70.91° 69.15 ° 73.77° 86.88¢  113.90°
J (seconds) 748 (4.68) (4.68) (4.66) (4.68) (4.68) (4.66)

J. Performance Model

Terms DFnum DFpen F-Ratio p-value sig.

Field of View Size 3 707 136.10 <.0001 ***

Lexical Complexity 1 707 593.12 <.0001 ***

Block 1 707 96.83 <.0001 ***

Trial 1 707 146.36  <.0001 ***

Field of View Size x Block 3 707 3.14 0.0248 **

Lexical Complexity x Block 1 707 0.47  0.4927

Field of View Size x Lexical Complexity 3 707 5.73 0.0007 ***

Trial x Lexical Complexity 1 707 9.99 0.0016 ***

Trial x Field of View Size 3 707 5.05 0.0018 ***
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Solid Plaid
Manual Manual Manual Manual
Automatic  (Helper) (Worker) | Automatic  (Helper) (Worker)
Dependent Mean Mean Mean Mean
Row Variable N Mean (SE) (SE) (SE) Mean (SE) (SE) (SE)
Completion Time 45.71° 46.77%  46.66° 71.99° 82.52° 8597°
K (seconds) 380 (7.74) (7.77) (7.74) (7.74) (7.74) (7.74)
K. Performance Model
Terms DFnum DFpen F-Ratio p-value sig.
Camera Control 2 21 0.265 0.7697
Field of View Size 1 343 25.16 <.0001 ***
Lexical Complexity 1 343 415.51 <.0001 ***
Block 1 343 66.13 <.0001 ***
Trial 1 343 61.85 <.0001 ***
Camera x Block 2 343 4.97 0.0074 ***
Field of View Size x Block 1 343 0.70 0.405
Lexical Complexity x Block 1 343 7.35 0.007 ***
Camera x Field of View Size 2 343 0.73 0.4844
Camera x Lexical Complexity 2 343 5.58 0.0041 ***
Field of View Size x Lexical Complexity 1 343 8.26 0.0043 ***
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